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SUMMARY

Hybrid Monte Carlo (HMC) is often the method of choice for computing Bayesian integrals that are
not analytically tractable. However the success of this method may require a very large number of
evaluations of the (un-normalized) posterior and its partial derivatives. In situations where the posterior
is computationally costly to evaluate, this may lead to an unacceptable computational load for HMC.
| propose to use a Gaussian Process model of the (log of the) posterior for most of the computations
required by HMC. Within this scheme only occasional evaluation of the actual posterior is required
to guarantee that the samples generated have exactly the desired distribution, even if the GP model is
somewhat inaccurate. The method isdemonstrated on a10 dimensional problem, where 200 evaluations
suffice for the generation of 100 roughly independent points from the posterior. Thus, the proposed
scheme allows Bayesian treatment of models with posteriors that are computationally demanding, such
as model s involving computer simulation.
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1. INTRODUCTION

Evaluation of integrals is at the heart of Bayesian inference: integrating wrt. the posterior to
make predictions, and integrating the likelihood wrt. the prior to obtain the marginal likelihood
for model comparison. The later is often more difficult than the former, since the prior is
typically fairly broad and the likelihood very peaked. In this paper we consider the former, and
will refer to the posterior wrt. which we wish to integrate as the target density.

For many interesting statistical models, direct analytical integration is not possible and
Markov Chain Monte Carlo (MCMC) methods are often used. Simple forms of MCMC may
require a very large number of evaluations of the target density in order to produce reliable
results. One of the main causes is that the target density often exhibits strong dependencies
between variables, such that theregions of high target density form anarrow extended manifold;
situationswhere thismanifold isbroken up into several distinct regions (multi-modality) iseven
more difficult and will not be specifically dealt with here.

Strong dependencies between variables in the target density are probably typical to most
Bayesian inference problems, and extended directions within the manifold corresponds to pos-
siblefamilies of explanationsfor the observed data. Integration wrt. these uncertaintiesisone of
themain virtues of the Bayesian treatment, contrasting with paradigms based on point estimates.

The strong dependencies between variables make it difficult to explore the target density
while remaining within regions of high probability. In situations where the posterior itself
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is computationally demanding to evaluate, this makes simple MCMC schemes impractical.
Computationally demanding posteriors arise in several contexts: 1) hierarchical models where
the lower levels of the hierarchy have been integrated out to reduce the number of parameters
typically results in complex posteriors over the remaining parameters, and 2) models that use
computer simulation as an integral part of their specification, such asis typical for many geo-
physical or meteorological applications. In these situations evaluation of the target density at
asingle point can in itself be computationally demanding. In such circumstancesit is obvious
that we need to use the information gained from each evaluation as effectively as possible.

The new method proposed in this paper isan elaboration of the Hybrid Monte Carlo (HMC)
method of Duaneet al. (1987), using aGaussian Process(GP) model to guidethesearchand avoid
too many references to the target density function. Gaussian process models have previously
been suggested for evaluating integrals by O’ Hagan (1991) under the name of Bayes-Hermite
quadrature, seealsotheexcellent O’ Hagan (1992). Inthismethodology an“importance” density
is introduced, and the Gaussian process is used to model the integrand times the ratio of the
posterior and importance density. For analytical tractability the importance density must be
Normal, athough this requirement has been relaxed by Kennedy (1998). Aswe will see, the
current approach attempts to tackle exactly the same problems, but in avery different way.

The Hybrid Monte Carlo (HMC) method of Duane et al. (1987) is a fairly generally ap-
plicable approach to sampling more efficiently from highly correlated densities by suppressing
(inefficient) random walk behaviour. Even though HMC is often much faster than sampling
schemesrelying on random walks, it may still require alarge number of evaluations of the target
density. In this paper | propose an extension to HMC which alows a further reduction in the
number of target evaluations. The key ideaisto use an approximate model of the target density
for most of the computations and only occasionally require the evaluation of the true target; this
isdone in such away, that the generated samples will have exactly the desired distribution; see
section 3.5 of Neal (1996) and chapter 9 of Liu (2001) for related ideas.

The remainder of the paper is structured in the following way. In section 2 the motivation
for seeking to suppress random walks is discussed, and the Hybrid Monte Carlo approach
is outlined. In section 3 some results for Gaussian process models are reviewed including
conditioning on observed values of function derivatives. The new algorithm is given in section
4 and its performance is demonstrated on a couple of simple problems. Conclusion and further
discussion are given in section 5.

2. RANDOM WALK METHODS VERSUS HYBRID MONTE CARLO

In highly correlated distributions, sampling methods relying on random walks are inefficient in
exploring the target density. Using steps of size s, it will take an expected L2 /s? stepsto move
some distance L using random walk, since the trajectory will often fold back on itself. Thisis
illustrated in a simple bivariate Normal case in figure 1, for the very commonly used methods
of Gibbs sampling and Metropolis sampling.

Sincethetypical step sizesare confined to beof theorder of thenarrowest directioninorder to
get good acceptance probabilities' , the quadratic exploration time of the random walk will lead
to poor performance as the strength of the correlation increases. The situation issimilar for the
Gibbs sampling algorithm. Themost straight forward solution to this problem would beto make
a variable transformation to eliminate the strong dependencies, but for complex distributions
encountered in Bayesian inference this can be very difficult. Other approaches include the

1 Strictly speaking, this holds only for D > 2 dimensions; in D = 2 dimensions the acceptance rate falls only
linearly with the proposal width, so the optimal width is the longer of the two directions. So figure 1 is dightly
misleading in this respect.
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Figure1l. Examplesof sampling froma correlated bivariate Normal density; the one standard deviation
contour of the density is drawn. Sample trajectories for three different sampling algorithms are shown:
left: 20 (half) iterations of Gibbs sampling, middle: 20 Metropolis proposals (rejected proposals are
indicated with dotted lines), right: 20 sets of leapfrog iterations for Hybrid Monte Carlo. The three
trajectories represent comparable computational burdens, although the HMC requires evaluation of
derivatives in addition to density values.

ordered overrelaxation scheme of Neal (1998b) and the Hybrid Monte Carlo algorithm, which
can be seen as a more elaborate way of generating Metropolis proposals.

The HMC agorithmisreviewed in astatistical setting by Neal (1993). In HMC afictitious
dynamical system is introduced in which the variables 6 are interpreted as positions, and are
augmented by a set of “momentum” variables, ¢. Metropolis proposals are made by simulating
the dynamical system through fictitioustime. Because of momentum in the physical system, the
random walks are suppressed. The energies of the physical system isrelated to the probability
viathe usual duality:

1
Epot = —logp(0), Exin = D) > ¢, H=Epoi+ B, p(0,0)=exp(~H). (1)

Thus the potential energy E,,.; is related to the target distribution p(6), which we wish to
sample from. The kinetic energy isrelated to the square of the momentum. Note that the joint
probability of 6 and ¢ factorsinto independent parts; thus we can obtain samples from p(69) by
sampling from the joint and ignoring the momenta.
The evolution of the system through fictitious time at constant total energy H is governed
by Hamilton’s equations:
dg; OH & d¢;  OH  OFE ©)
dt 0, R dt 00; B 00;
Unfortunately, for most target densities equation (2) are coupled nonlinear differential
equations (involving the partial derivative of the log posterior wrt. the parameters) which we
cannot solve in closed form. Instead we approximate the solution by iterating first order steps:

IEpot (6(1))
00; ’
In practice we use the slightly modified “leapfrog” scheme, and takefirst ahalf step for the

momentum, then iterate full steps for position and momentum, and finally another half step for

the momentum; thisis done to make the approximation reversible (which is needed for detailed
balance for the Metropolis step).

Gi(t+e):=¢i(t) — ¢ 0;(t+¢) :=0;(t) + epi(t + ¢) (3)
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The full agorithm for Hybrid Monte Carlo becomes iteration of the following steps. 1)
Gibbs samplefor the momentum variables, whose density isthe standard normal (equation (1)),
2) simulate the physical system for L leapfrog steps to generate a proposal, and 3) accept or
reject the proposed state in a Metropolis step using the joint densities p(6, ¢). This procedure
generates samples from the joint density p(f, ¢), and we get the desired samples from the
marginal p(#) by ignoring the momenta. In figure 1 right the success of HMC in suppressing
random walksis shown. Note that the so-called Langevin Monte Carlo method is equivalent to
HMC with L = 1, but this of course eliminates the desirable suppression of random walks.

If we had solved Hamilton's equations exactly, then the Metropolis step would aways
accept, since the total energy is conserved by the dynamics. However, since we only followed
the dynamics approximately, the energy may change and this may lead to rejections. Notice
however, that the samples obtained have exactly the desired distribution, although the dynamics
were approximate.

2.1. Using Hybrid Monte Carlo

When using the HMC procedure in practice, one needs to address two main issues to ensure
that the algorithm is performing well. Firstly, we need to chose a step size ¢ for the leapfrog
iterations. If using asingle step size? asin equation (3) thisisfairly easily done by monitoring
the resulting acceptance rate. Secondly, once good step sizes have been established, we need
to determine the appropriate length L of the ssimulation. This can usually be done with some
experimentation, e.g., by monitoring the auto covariance function for parameters and increasing
L until roughly independent samples are obtained. Too short trajectories will cause afailure to
suppress random walks and too long trajectories will be wasteful of computation.

Once reasonable values for € and L have been determined, the HM C algorithm can be run
to produce the desired samples. In figure 1 the bivariate Normal has one direction which is
10 times as long as the perpendicular direction. Using a simple Metropolis scheme we would
expect the step sizes to be confined by the narrowest direction, and thus expect roughly 102
steps to be necessary to generate roughly independent samples. In this example, we see that
HMC is able to traverse the distribution using 20 evaluations (of the posterior and its partial
derivatives), thus providing improved performance. However, we may still need alarge number
of evaluations to achieve adequate samples. The key idea in this paper is that we can use a
model of the target instead of the target itself for the dynamical simulation, and thereby save
greatly on the number of evaluations necessary. It turns out that Gaussian processes are avery
convenient tool to model the posterior.

3. GAUSSIAN PROCESS REGRESSION

We can use a noise free * Gaussian process to specify a distribution over smooth functions.
Consider aset of n pairsof D dimensional covariate and dependent variablesy: {29, () | ¢ =

.,n}. We specify that the dependent variables have a joint Normal distribution, with a
covariance matrix that depends on the covariates. For example:

l\')l}—l
Mu

p(y|®) ~N(y|0,%), Ty =Ca?, ) = wyexp( D), (4)

d:1

2 It is possible that the appropriate step sizes vary widely between different coordinates of ¢; near optimal
individual step sizes may not be easy to estimate.

3 In practice | add atiny bit of noise (by adding a small multiple of the identity to the covariance matrix) to
improve numerical conditioning.



Gaussian Processes for fast Monte Carlo 655

where z; isthe d'th covariate and boldface is used to indicate aggregation over the entire set of
n observations. Note, that here ¥, = Cov(y®), y(0)) = C(xP), 2(9)), the covariance between
the dependent variables, is afunction C' of the covariates. This defines a zero mean Gaussian
processwith astationary (Gaussian) covariance function, see O’ Hagan (1978) and Neal (1998a)
for further background on GP models. The covariance is parameterised by hyperparameters:
length scales w,; and overall scale wy. Obviously there are many other possible choices for
covariance functions, but here we will stick with equation (4).
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Figure 2. Examples of random functions drawn from a Gaussian process with Gaussian covariance
function (with wy = 1 andw; = 1): left: four functionsdrawn at random, middle: four functions drawn
at random conditional on 3 observationsindicated with + signs, right: same observations asthe middle
plot, but now the four random functions are also conditional on the derivative at those points, indicated
by small tangent segments. It is seen how more information about the function confines the distribution
over functions, and how the uncertainty about the functions varies with .

Having observed the values of some y variables, we're interested in predicting the y*
corresponding to a new value of the covariate, z* which is obtained by conditioning the joint
on the observed values, yielding a Normal:

1) =N L) GO e e, ©

A priori we may not have any clear preferencesfor particular values of the hyperparameters.
In principle, we should therefore set aprior over these and integrate out the hyperparameters as
in Neal (1998a). For simplicity | will ssmply optimize the likelihood wrt. the hyperparameters.
Thelog likelihood L and its partial derivatives, Williams and Rasmussen (1996), are given by:

1 1 _ n
L= logp(ylz,w) = — log|3| - inE ly — 5 log(2m),
6)
oL 1 05, 1 705 (
— (D ~yTy w1y,
ow; 2 1 3w¢) - e ow; Y

Thelikelihood can conveniently be optimized with astandard numerical tool such asaconjugate
gradient method (subject to local maxima caveats).

3.1. Gaussian Process Derivatives
Sincedifferentiationisalinear operator, the derivative of aGaussian processisagain aGaussian
process. For example, the mean of the derivative is equal to the derivative of the mean for
predictions:
oy*
oz,

OE[y*]  ou  0C(z*,x)

—1

El

] =
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and we can similarly find the variance of the distribution of the derivative. Equally importantly
for the present purposes, we wish to observe values for the partial derivatives and condition on
these to make inference about the target function. The covariance between function values and
derivatives, and between derivatives are given by:

(9) (») (9 (p) (9) 2 (») (9
CO"(y(p)’ay()) - e (’;E 3 CO"(ay( )’6y<>> =° C% f) L ®)
8mdq Gxdq &Udp oz fq Gxdp &)qu

so we can simply write out an extended covariance matrix (between all values and partial
derivatives) and extend the observation vector in equation (5) to include observed derivatives,
to make predictions asillustrated in figure 2 right.

4. THE GPHMC ALGORITHM

The key idea in the proposed agorithm is to combine the HMC algorithm with a GP model
of the potential energy, or equivalently the negative log target density; formally we identify «
with ¢ and the dependet variable y with minusthe log (un-normalised) target density. The zero
mean GP is used to model the observations with the empirical mean subtracted. The GPHMC
algorithmisinitialized by evaluating the target function at anumber, say D of random locations
(perhaps sampled from the prior). The algorithm now proceeds in two phases:

Exploratory phase. The goal in this phase is to gather information about the target density.
We use HMC with long trgjectories, L. = 1000. We set the potential energy for HMC to
Eyot = 1 — o which causes the dynamical simulation to seek out regions of high target density
and regions in which the GP model is uncertain about the shape of the target density. The
value of the uncertainty is monitored along the trgjectory, and if ever the uncertainty reaches
athreshold o = 3, further simulation seems unlikely to yield meaningful information, so the
simulation is stopped, and the target density (and its partial derivatives) are evaluated. In this
way the algorithm seeks out good placements of design points, a feature which is crucia if a
low number of evaluations are to suffice. The next trgjectory is then simulated, either starting
from the new point, or from the beginning of the previous tragjectory (as to avoid restarting at
points of very low probability), based on a Metropolis criterion. Between each trajectory the
hyperparameters of the covariance function are refined by 20 iterations of conjugate gradient
optimization of the likelihood, eg. (6) including the newly gathered information * .

Sampling phase. The goal of this phase is to generate the desired samples from the target
distribution using the GP model generated in the previous phase. We use HMC with E,; = p
and L = 1000. The end point of the trgjectory is subject to a Metropolis acceptance step,
requiring a single evaluation of the target density; this ensures that the samples generated will
have exactly the desired distribution, although the GP model of the target density may still be
imperfect. The rejection rate indicates how well the GP model has captured the target density;
too many rejections calls for an extension of the exploratory phase.

It should be noted that in the new algorithm, the setting of the step sizes ¢ and trajectory
lengths L is much less critical than for the original HMC agorithm. The step size is set low
enough that long trajectories get accepted fairly early on in the exploratory phase. The more
difficult L parameter, which must be adjusted carefully for optimal performance in HMC, can
now simply be set to some quite large value (such as L = 1000), since the simulation no longer

4 When areasonable number of data points have been collected, the initial (random) data points are gradually
removed, sincethey will tend to have very low target density values, which renders them unimportant for inference,
and they may lead to numerical instabilities for the GP model.
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refers to the actual target density, but uses the GP model, which is assumed much cheaper to
evaluate. This property may make the new scheme easier to use in practice.

The computational overhead of the proposed method (excluding the evaluation of the target
function and its derivatives) consist of two major components. Firstly, we need to follow
the dynamics for L iterations which requires initially a single inversion of C'(x,x) which
is cubic in the number of (retained) constraints ¢ = (D + 1), where i is the number of
iterations. In the sampling phase, the entire dynamics can now be followed in time O(Lc);
in the exploratory phase, where also the uncertainty of the GP is required, the complexity is
O(Lc?). Secondly, optimization of hyperparameters eq. (6) requires O(c?). As discussed in
section 5 this considerable overhead makes the method most suitable in situations where the
target function is very costly to compute.

4.1. A Demonstration

In this section | will demonstrate the viability of the proposed approach, by applying it to two
problems with known density. The first toy exampleisa D = 2 dimensional target density
proportional to exp(—8(z? + x3 — 1)?), see figure 3. The GPHMC method is run for 100
iterationsin each of the two phases. I1n the sampling phase there were no rejections, confirming
that the model of the target density is quite accurate, in fact 100 exploratory iterations seemsto
be overkill in this example. The generated samples seem to be essentially independent judging
by the auto covariance function. In conclusion we have generated 100 independent samples
from the desired distribution, evaluating the target function 200 times and its partial derivatives
100 times.

unnormalised tqrget density samples auto correlation coefficient
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Figure 3. The D = 2 dimensional example. Left: the (un-normalized) target density, middie: the
100 generated samples, right: the auto covariance for each of the two dimensions as a function of the
iteration lag number.

The second exampleis more challenging in D = 10 dimensions, with aNormal target den-
sity whose covariance matrix has an eigenvector (1,1, ..., 1) withacorresponding eigenvalue
of 1.0, and all other eigenvalues are 0.01. Thus, the target density has 9 confined directions
and a single direction which is 10 times wider, and all variables are (positively) correlated.
Using a standard density will make it possible to determine whether the generated samples
are adequate, and does not make it any easier for the non-parametric procedure. Notice also,
that the parameterisation of the covariance function does not alow the GP to discover directly
that there is one long direction and 9 confined ones (by setting the w hyperparameters) since
| have chosen the directions to be diagonal rather than axis aligned. Further, the GP is using
a stationary covariance function to model the log of the target density (which is quadratic),
whichis not tailored to the situation. Of course in any practical situation we should try to use a
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covariance function which reflects our beliefs about the actual target function at hand; however,
we typically won't have strong knowledge of this, and also the covariance functions that are
convenient to handle in practice are limited. All in al, | have attempted to create an example
which has arealistic amount of difficulty, while being easy to evaluate.

phase 1: design points, first 10 are random minus log target density
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Figure 4. The D = 10 dimensional Normal example. Top left: the design points generated by the
procedure (the first 10 are random N(0,1)); all 10 dimensions are plotted on top of each other; it is
seen how the correlation in the target density is gradually recovered, top right: negative log density
gradually falls as regions of high probability are found, bottom |€eft: the 10 auto correlation function for
each dimension suggests that the samples generated are close to independent, bottom right: empirical
mean and eigenvalues of the empirical covariance matrix.

Theresults of the simulation isshown in figure 4. Both phaseswere allowed 100 iterations.
During the sampling phase 5 of the 100 proposed samples were rejected, indicating that the GP
approximation tothelog target density isnot perfect, but still adequatefor ahigh acceptancerate.
Also in this example, we generated 100 roughly independent samples from the target density
using only 200 evaluations of the density, and 100 evaluations of its partial derivatives. The
empirical means are within the tolerance expected based on 100 independent samples, and the
eigenvalues of the empirical covariance of the 100 samples also seem typical (when informally
compared to drawsfrom the corresponding Wishart distribution). Sothere arereasonsto believe
that the procedure produced the correct resultsin this example.

We can compare this performance to simpler MCMC schemes. The generation of 100
roughly independent samples using simple Metropolis would take on the order of 10000 eval-
uations (100 samples times the squared ratio of widest to most confined direction). The HMC
procedure with a step size resulting in around 20% rejections, needs roughly L = 20 (found
through experimentation) resulting in 100 roughly independent samples requiring about 2000
evaluations. In conclusion, this example shows that GPHMC is about an order of magnitude
faster than HMC, which itself is about an order of magnitude faster than simple Metropolis.
The speed up gained for any task is of course dependent on the magnitude of the dependencies
under the target density.
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5. CONCLUSIONS, DISCUSSION AND FUTURE DIRECTIONS

A new version of the HMC agorithm has been proposed which is suitable for doing integrals
over distributionsthat are computationally difficult to evaluate. The way the algorithm has been
presented here we al so require evaluation of the partial derivatives, which may in some cases be
comparatively easy to compute; for example, thisisthe case for GP model sthemsel ves equation
(6), where evaluation of the likelihood is cubic in the number of constraints, but once this has
been done each of the partial derivatives take only quadratic time. If derivatives are not easy to
compute, it is of course possible to run the algorithm using only function values.

A simple examplein D = 10 dimensions has shown the viability of the new method. It is
natural to wonder how large problems the method can be used for. This depends on how many
constraints are necessary to pin down the target density. Even a Normal distribution requires
O(D?) constraints; since we are doing anon-parametric fit, and because of the sequential nature
of the selection of design points, we probably cannot get close to the globally optimal design,
and would expect to need at least a small multiple of D? constraints. Inthe D = 10 example,
at the end of the exploration phase we have retained 75 (out of the 100, since we gradually
remove theinitia pointswhich have low density), giving 75 x 11 = 825 constraints. Inversion
of the corresponding 825 x 825 covariance matrix takes on the order of one minute on amodern
laptop computer. Since the computation times scales cubically in the number of constraints,
the overall computation times is expected to be something like DS for direct implementations,
which unfortunately precludes sizes much larger than D = 15 or so.

Interesting future work should compare this new proposed method to the related Bayes-
Hermite quadrature of O’ Hagan (1991). In particular it would seem worth investigating whether
more appropriate covariance functions for log densities or ratios of densities could be handled.
The current use of a stationary covariance with a fixed mean seems inappropriate, but perhaps
it isnot abad model in regions of high density, which isthe regionsthat are important to model
well. Further understanding and devel opment of these ideas should enable Bayesian treatment
of computationally complex models, especially those involving computer simulations.
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