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A really simple document model

Consider a collection of D documents from a vocabulary of M words.

¢ Ng4: number of words in document d.
® wyq: n-th word in document d (Wnq € {1...M}).

]
]
* Wnq ~ Cat(B): each word is drawn from a discrete 1
. . . . . ]
categorical distribution with parameters !

]

]

]

]

* B=I[B1,...,Pml : parameters of a categorical /

multinomial distribution® over the M vocabulary S
words.

t’s a categorical distribution if we observe the sequence of words in the document, it’s a
multinomial if we only observe the counts.
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A really simple document model

Modelling D documents from a vocabulary of M unique words.

e Ng4: number of words in document d.
* Wy q: n-th word in document d (wnq €{1...M}).

* wnq ~ Cat(B): each word is drawn from a discrete

categorical distribution with parameters 3 ftTmTo .
We can fit by maximising the likelihood:
D Na
B = argmaxg H H Cat(wngalB)
d=1 n
A Cm Cm
= argmaxg Mult(cy, ..., cmlB, N) Bm = N = ZT
e—1Ce

e N =35 Na: total number of words in the collection.

¢ em =Y 5 Y N4I(wyq = m): total count of vocabulary word m.
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Limitations of the really simple document model

* Document d is the result of sampling N4 words from the categorical
distribution with parameters 3.

* B estimated by maximum likelihood reflects the aggregation of all
documents.

e All documents are therefore modelled by the global word frequency
distribution.

* This generative model does not specialise.

* We would like a model where different documents might be about different
topics.
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A mixture of categoricals model

a | k
I

|
[}
! Wnalza ~ Cat(B,,)

R
N
I
~
=

We want to allow for a mixture of K categoricals parametrised by B4,..., Bk.
Each of those categorical distributions corresponds to a document category.

* zq €{1,...,K} assigns document d to one of the K categories.

* 0k = p(zq = k) is the probability any document d is assigned to category k.

* 50 0 =[04,...,0k] is the parameter of a categorical distribution over K
categories.

We have introduced a new set of hidden variables z4.

* How do we fit those variables? What do we do with them?
* Are these variables interesting? Or are we only interested in © and 3?
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A mixture of categoricals model: the likelihood

k=1.K! Wnalza ~ Cat(B,,)

<
=
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D K
= HZP(Zd :k|e)Hp(Wnd|Zd =k, Bk)
d=1k=1 n=1
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The Expectation Maximization (EM) algorithm

Given a set of observed (visible) variables V, a set of unobserved (hidden / latent /
missing) variables H, and model parameters 6, optimize the log likelihood:

£(6) = logp(VIe) = 1ogjp(H, Vie)dH, 1)

where we have written the marginal for the visibles in terms of an integral over
the joint distribution for hidden and visible variables.

Using Jensen’s inequality for any distribution of hidden states q(H) we have:

£(0) = long(H)w

defining the F(q, 0) functional, which is a lower bound on the log likelihood.

(H,V10)

p _
aH > | qrlog A = Tla.0), @)

In the EM algorithm, we alternately optimize F(q, 0) wrt q and 8, and we can
prove that this will never decrease £(6).
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Jensen’s Inequality

For any concave function, such as log(x)

log(a X, + (1-a) x2) L
alog(x,) + (1-a) log(x,)|

X ax, + (1—0()><2 X

2

For oy > 0, ) ; ® =1 and any {x; > 0}
log () aixi) > Y ailog(xi)

Equality if and only if oy = 1 for some i (and therefore all others are 0).

Rasmussen and Ghahramani Lecture 12: Models for documents 8/19



The E and M steps of EM

The lower bound on the log likelihood:

F(q,0) = Jq(H) log‘w

aH = [ q(H)logp(H, VIR)JaH +50(a), ()
where H(q) = — J- q(H) log q(H)dH is the entropy of q. We iteratively alternate:

E step: maximize F(q, 0) wrt the distribution over hidden variables given the
parameters:
q(k)(H) = argmax ?(q(H),e(k*”). (4)
q(H)

M step: maximize F(q, 0) wrt the parameters given the hidden distribution:

0 := argmax F(q"*'(H),0) = argmax Jq(k)(H) logp(H,V[0)dH, (5)
0 0

which is equivalent to optimizing the expected complete-data likelihood
p(H, V|0), since the entropy of q(H) does not depend on 6.
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EM as Coordinate Ascent in F

5 (@Q,e)

QK]
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The EM algorithm never decreases the log likelihood

The difference between the objective functions:

_ p(H,VI|6)
£(8)— 5(q,0) = 1ogp(vwe)—Jq(H)log P
— logp(VI8) — J q(H) log p(H\;f’&?(v'e) dH
- qu(H) longH — KL (q(H), p(HIV,0)),

is called the Kullback-Liebler divergence; it is non-negative and zero if and only if
q(H) = p(H[V, 0) (thus this is the E step). Although we are optimising a lower
bound, F, the likelihood £ is still increased in every iteration:

Iy e(kfl) — F q(k),e(kfl) g T q(k)’e(k) < L e(k) ,
( ) E step ( )M step ( >]ensen )

where the first equality holds because of the E step, and the first inequality comes
from the M step and the final inequality from Jensen. Usually EM converges to a
local optimum of £ (although there are exceptions).
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EM and Mixtures of Categoricals: Overview

We will use EM to learn a mixture of categoricals models, with observed data
V — w, hidden variables H — z, and parameters 6 — (0, 3).

In this mixture model, the likelihood “p(V1]0)” is

D K Na
p(wlo,B) = [[D_plza=Kk0) [ [ p(Wnalza =k, By
d=1k=1 n=1

The joint distribution “p(H, V|0)” is
p(w,z[0, ) HP zq|0) H (Wnalza, B)

The “q(H)” will be categorical over the K categories for each document:
=]Jalza)
d

E-step will optimize q(z); M-step will optimise 0, 3.
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EM and Mixtures of Categoricals: E-step

Remember that in the E-step we set the hidden variable distribution to the
posterior, “q(H) = P(H|V, 0)” since this minimises the KL-divergence and so
maximises the lower bound.

q(z) =plzlw,0,B)
[Taza) = [[r(zalwa,0,8) o []p(zal®) p(walza, B)
d d d

E-step: for each d, set q to the posterior (where c;nqg = Z:il I(Wng = m)):

Na
q(za =k) xplza =klO) H P(WnalPrw,)

n=1
def
= 0y Mult(cig,...,cmalBr, Na) = Txa

We call the 114 the “responsibility” of category k for document d. It is a
normalised product of a prior term 0y and a multinomial likelihood term.

Rasmussen and Ghahramani Lecture 12: Models for documents 13/19



EM and Mixtures of Categoricals: M-step

The M-step maximises “ [ q(H) log P(H, V|6)dH” w.r.t. parameters. Here the log
joint is:

D Nga
logp(w,26,B) = log [ p(zal®) [ | p(wnalza,B)
d=1 n=1

= Z logp(zql0) + Z log p(Wnalza, B)

d n,d

Taking expectations w.r.t. each of the q(zq), using T¢q def q(zq = k), we get:
D q(2)logp(w,2/0,) = ) rxalogp(za =K0) +)_ rialogp(Wnalza =k, B)
z d,k n,d,k

M Cmd,
m=1Fkm *

Plugging in 6y = p(zq = k|0) and the categorical likelihood, [ |

M
Y a(@)logp(w,20,B) = Y tial Y cmalogPim +logbi) & F(R,0,p)

z k,d m=1

M-step: Maximize F(R, 0, ) w.r.t. 0, 3.
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EM: M step for mixture model

M
F(R,0,B) =) Tia( ) cmalogBim +log6)

k,d m=1

Need Lagrange multipliers to constrain the maximization of F and ensure proper
distributions.

K
Oy argmaxg  F(R,0,B) +A(1 — Z )
k/=1

ZE:I Tkd _ 25:1 Tkd

ZE’:l Zgzl Tkra D

K M
Bim « argmaxg,  F(R,0,B)+ > A(l— Y Brrms)
k’=1 m’=1

D
_ Zd:l TkdCmad

S Y g1 TkaCmra
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M-step for mixture compared to simple categorical

[ S,
1 re-=-=-=-=-== 1 1 1 r ‘I:l
ol [ | ! !
. o | ! o
1
| o 1
L N : | o
: L n=LNg o : L_.Jlif:g” : |k=1.K
| _ 1
\ d=1.D | d=1..D:

Recall the estimation equation for a simple single categorical model:

(95 - 213:1 Cmd - Cm . Ci'rn
m =
Zn]\ille Zg/zl Cmrar 2m/Cm/ N

Compare to the M-step for a mixture of categoricals:

D
{3 - Zd:l Tkd Cmd
km M D
Zm’:l Zd/:l Tkd’ Cmra’

We see is that it’s the same idea, but weighting the word counts by the
responsibilities for each category.
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A Bayesian mixture of categoricals model

i rooooes A 0 ~ Dir(a)

020202 Ot 0220 B~ Dirt)
i ! e ! 2al® ~ Cat(0)
: L__”_:_I;“JY"JE k=LK Wnalza, ~ Cat(B,)
I d=1.D,

With the EM algorithm we have essentially estimated 6 and 3 by maximum
likelihood. An alternative, Bayesian treatment infers these parameters starting
from priors, e.g.:

e 0 ~ Dir(«) is a symmetric Dirichlet over category probabilities.
* By ~ Dir(y) are symmetric Dirichlets over vocabulary probabilities.

What is different?

e We no longer want to compute a point estimate of © or 3.
* We are now interested in computing the posterior distributions.
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Variational Bayesian Learning

Let the hidden latent variables be H, observed data V and the parameters 6.

We are going to generalise EM to do approximate Bayesian learning, by lower
bounding the log marginal likelihood (Bayesian model evidence) using Jensen’s

inequality:

logP(V) = longHdGP(V,H,G)

P(V,H,0)
Q(H,6)
P(V,H,0)
Q(H,0) °

log J dH do Q(H,0)

WV

JdH do Q(H,0) log

Use a simpler, factorised approximation to Q(H, 6):

logP(V) > Jdee Q11(H)Qo (0) log — V2 )

Maximize this lower bound.
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Variational Bayesian Learning ...

Maximizing this lower bound, F, leads to EM-like updates:

Qi (H) « exp(logP(H,VlG)}Qo(e) E—like step
Qol(6) oc P(0)exp(logP(H,VI0)) g, (1) M—like step

Maximizing JF is equivalent to minimizing KL-divergence between the
approximate posterior, Q(0)Q(H) and the true posterior, P(6, H[V).

D

<@

=
Il

log P(V) —F(Qun(H),Q
log P(V) —JdH d0 Q1 (H)Qs (0) 10gQH(V _
Jdee QH(H)Qe(G)log% — KL(QIPP)

Note that variational Bayesian learning is an alternative to MCMC.
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