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#### Abstract

We give a tutorial and overview of the field of unsupervised learning from the perspective of statistical modelling. Unsupervised learning can be motivated from information theoretic and Bayesian principles. We briefly review basic models in unsupervised learning, including factor analysis, PCA, mixtures of Gaussians, ICA, hidden Markov models, state-space models, and many variants and extensions. We derive the EM algorithm and give an overview of fundamental concepts in graphical models, and inference algorithms on graphs. This is followed by a quick tour of approximate Bayesian inference, including Markov chain Monte Carlo (MCMC), Laplace approximation, BIC, variational approximations, and expectation propagation (EP). The aim of this chapter is to provide a high-level view of the field. Along the way, many state-of-the-art ideas and future directions are also reviewed.
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## 1 Introduction

Machine learning is the field of research devoted to the formal study of learning systems. This is a highly interdisciplinary field which borrows and builds upon ideas from statistics, computer science, engineering, cognitive science, optimisation theory and many other disciplines of science and mathematics. The purpose of this chapter is to introduce in a fairly concise manner the key ideas underlying the sub-field of machine learning known as unsupervised learning. This introduction is necessarily incomplete given the enormous range of topics under the rubric of unsupervised learning. The hope is that interested readers can delve more deeply into the many topics covered here by following some of the cited references. The chapter starts at a highly tutorial level but will touch upon state-of-the-art research in later sections. It is assumed that the reader is familiar with elementary linear algebra, probability theory, and calculus, but not much else.

### 1.1 What is unsupervised learning?

Consider a machine (or living organism) which receives some sequence of inputs $x_{1}, x_{2}, x_{3}, \ldots$, where $x_{t}$ is the sensory input at time $t$. This input, which we will often call the data, could correspond to an image on the retina, the pixels in a camera, or a sound waveform. It could also correspond to less obviously sensory data, for example the words in a news story, or the list of items in a supermarket shopping basket.

One can distinguish between four different kinds of machine learning. In supervised learning the machine ${ }^{1}$ is also given a sequence of desired outputs $y_{1}, y_{2}, \ldots$, and the goal of the machine is to learn to produce the correct output given a new input. This output could be a class label (in classification) or a real number (in regression).

In reinforcement learning the machine interacts with its environment by producing actions $a_{1}, a_{2}, \ldots$. These actions affect the state of the environment, which in turn results in the machine receiving some scalar rewards (or punishments) $r_{1}, r_{2}, \ldots$ The goal of the machine is to learn to act in a way that maximises the future rewards it receives (or minimises the punishments) over its lifetime. Reinforcement learning is closely related to the fields of decision theory (in statistics and management science), and control theory (in engineering). The fundamental problems studied in these fields are often formally equivalent, and the solutions are the same, although different aspects of problem and solution are usually emphasised.

A third kind of machine learning is closely related to game theory and generalises reinforcement learning. Here again the machine gets inputs, produces actions, and receives rewards. However, the environment the machine interacts with is not some static world, but rather it can contain other machines which can also sense, act, receive rewards, and learn. Thus the goal of the machine is to act so as to maximise rewards in light of the other machines' current and future actions. Although there is a great deal of work in game theory for simple systems, the dynamic case with multiple adapting machines remains an active and challenging area of research.

Finally, in unsupervised learning the machine simply receives inputs $x_{1}, x_{2}, \ldots$, but obtains neither supervised target outputs, nor rewards from its environment. It may seem somewhat mysterious to imagine what the machine could possibly learn given that it doesn't get any feedback from its environment. However, it is possible to develop of formal framework for unsupervised learning based on the notion that the machine's goal is to build representations of the input that can be used for decision making, predicting future inputs, efficiently communicating the inputs to another machine, etc. In a sense, unsupervised learning can be thought of as finding patterns in the data above and beyond what would be considered pure unstructured noise. Two very simple classic examples of unsupervised learning are clustering and dimensionality reduction. We discuss these in Section 2. The remainder of this chapter focuses on unsupervised learning, although many of the concepts discussed can be applied to supervised learning as well. But first, let us consider how unsupervised learning relates to statistics and information theory.
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### 1.2 Machine learning, statistics, and information theory

Almost all work in unsupervised learning can be viewed in terms of learning a probabilistic model of the data. Even when the machine is given no supervision or reward, it may make sense for the machine to estimate a model that represents the probability distribution for a new input $x_{t}$ given previous inputs $x_{1}, \ldots, x_{t-1}$ (consider the obviously useful examples of stock prices, or the weather). That is, the learner models $P\left(x_{t} \mid x_{1}, \ldots, x_{t-1}\right)$. In simpler cases where the order in which the inputs arrive is irrelevant or unknown, the machine can build a model of the data which assumes that the data points $x_{1}, x_{2}, \ldots$ are independently and identically drawn from some distribution $P(x)^{2}$.

Such a model can be used for outlier detection or monitoring. Let $x$ represent patterns of sensor readings from a nuclear power plant and assume that $P(x)$ is learned from data collected from a normally functioning plant. This model can be used to evaluate the probability of a new sensor reading; if this probability is abnormally low, then either the model is poor or the plant is behaving abnormally, in which case one may want to shut it down.

A probabilistic model can also be used for classification. Assume $P_{1}(x)$ is a model of the attributes of credit card holders who paid on time, and $P_{2}(x)$ is a model learned from credit card holders who defaulted on their payments. By evaluating the relative probabilities $P_{1}\left(x^{\prime}\right)$ and $P_{2}\left(x^{\prime}\right)$ on a new applicant $x^{\prime}$, the machine can decide to classify her into one of these two categories.

With a probabilistic model one can also achieve efficient communication and data compression. Imagine that we want to transmit, over a digital communication line, symbols $x$ randomly drawn from $P(x)$. For example, $x$ may be letters of the alphabet, or images, and the communication line may be the internet. Intuitively, we should encode our data so that symbols which occur more frequently have code words with fewer bits in them, otherwise we are wasting bandwidth. Shannon's source coding theorem quantifies this by telling us that the optimal number of bits to use to encode a symbol with probability $P(x)$ is $-\log _{2} P(x)$. Using these number of bits for each symbol, the expected coding cost is the entropy of the distribution $P$.

$$
\begin{equation*}
H(P) \stackrel{\text { def }}{=}-\sum_{x} P(x) \log _{2} P(x) \tag{1}
\end{equation*}
$$

In general, the true distribution of the data is unknown, but we can learn a model of this distribution. Let's call this model $Q(x)$. The optimal code with respect to this model would use $-\log _{2} Q(x)$ bits for each symbol $x$. The expected coding cost, taking expectations with respect to the true distribution, is

$$
\begin{equation*}
-\sum_{x} P(x) \log _{2} Q(x) \tag{2}
\end{equation*}
$$

The difference between these two coding costs is called the Kullback-Leibler (KL) divergence

$$
\begin{equation*}
\mathrm{KL}(P \| Q) \stackrel{\text { def }}{=} \sum_{x} P(x) \log \frac{P(x)}{Q(x)} \tag{3}
\end{equation*}
$$

The KL divergence is non-negative and zero if and only if $\mathrm{P}=\mathrm{Q}$. It measures the coding inefficiency in bits from using a model $Q$ to compress data when the true data distribution is $P$. Therefore, the better our model of the data, the more efficiently we can compress and communicate new data. This is an important link between machine learning, statistics, and information theory. An excellent text which elaborates on these relationships and many of the topics in this chapter is [48].

### 1.3 Bayes rule

Bayes rule,

$$
\begin{equation*}
P(y \mid x)=\frac{P(x \mid y) P(y)}{P(x)} \tag{4}
\end{equation*}
$$

which follows from the equality $P(x, y)=P(x) P(y \mid x)=P(y) P(x \mid y)$, can be used to motivate a coherent statistical framework for machine learning. The basic idea is the following. Imagine we wish to design a

[^2]machine which has beliefs about the world, and updates these beliefs on the basis of observed data. The machine must somehow represent the strengths of its beliefs numerically. It has been shown that if you accept certain axioms of coherent inference, known as the Cox axioms, then a remarkable result follows [36]: If the machine is to represent the strength of its beliefs by real numbers, then the only reasonable and coherent way of manipulating these beliefs is to have them satisfy the rules of probability, such as Bayes rule. Therefore, $P(X=x)$ can be used not only to represent the frequency with which the variable $X$ takes on the value $x$ (as in so-called frequentist statistics) but it can also be used to represent the degree of belief that $X=x$. Similarly, $P(X=x \mid Y=y)$ can be used to represent the degree of belief that $X=x$ given that one knowns $Y=y .{ }^{3}$

From Bayes rule we derive the following simple framework for machine learning. Assume a universe of models $\Omega$; let $\Omega=\{1, \ldots, M\}$ although it need not be finite or even countable. The machines starts with some prior beliefs over models $m \in \Omega$ (we will see many examples of models later), such that $\sum_{m=1}^{M} P(m)=1$. A model is simply some probability distribution over data points, i.e. $P(x \mid m)$. For simplicity, let us further assume that in all the models the data is taken to be independently and identically distributed (iid). After observing a data set $\mathcal{D}=\left\{x_{1}, \ldots, x_{N}\right\}$, the beliefs over models is given by:

$$
\begin{equation*}
P(m \mid \mathcal{D})=\frac{P(m) P(\mathcal{D} \mid m)}{P(D)} \propto P(m) \prod_{n=1}^{N} P\left(x_{n} \mid m\right) \tag{5}
\end{equation*}
$$

which we read as the posterior over models is the prior multiplied by the likelihood, normalised.
The predictive distribution over new data, which would be used to encode new data efficiently, is

$$
\begin{equation*}
P(x \mid \mathcal{D})=\sum_{m=1}^{M} P(x \mid m) P(m \mid \mathcal{D}) \tag{6}
\end{equation*}
$$

Again this follows from the rules of probability theory, and the fact that the models are assumed to produce iid data.

Often models are defined by writing down a parametric probability distribution (again, we'll see many examples below). Thus, the model $m$ might have parameters $\theta$, which are assumed to be unknown (this could in general be a vector of parameters). To be a well-defined model from the perspective of Bayesian learning, one has to define a prior over these model parameters $P(\theta \mid m)$ which naturally has to satisfy the following equality

$$
\begin{equation*}
P(x \mid m)=\int P(x \mid \theta, m) P(\theta \mid m) d \theta \tag{7}
\end{equation*}
$$

Given the model $m$ it is also possible to infer the posterior over the parameters of the model, i.e. $P(\theta \mid \mathcal{D}, m)$, and to compute the predictive distribution, $P(x \mid \mathcal{D}, m)$. These quantities are derived in exact analogy to equations (5) and (6), except that instead of summing over possible models, we integrate over parameters of a particular model. All the key quantities in Bayesian machine learning follow directly from the basic rules of probability theory.

Certain approximate forms of Bayesian learning are worth mentioning. Let's focus on a particular model $m$ with parameters $\theta$, and an observed data set $\mathcal{D}$. The predictive distribution averages over all possible parameters weighted by the posterior

$$
\begin{equation*}
P(x \mid \mathcal{D}, m)=\int P(x \mid \theta) P(\theta \mid \mathcal{D}, m) d \theta \tag{8}
\end{equation*}
$$

In certain cases, it may be cumbersome to represent the entire posterior distribution over parameters, so instead we will choose to find a point-estimate of the parameters $\hat{\theta}$. A natural choice is to pick the most

[^3]probable parameter value given the data, which is known as the maximum a posteriori or MAP parameter estimate
\[

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MAP}}=\arg \max _{\theta} P(\theta \mid \mathcal{D}, m)=\arg \max _{\theta}\left[\log P(\theta \mid m)+\sum_{n} \log P\left(x_{n} \mid \theta, m\right)\right] \tag{9}
\end{equation*}
$$

\]

Another natural choice is the maximum likelihood or ML parameter estimate

$$
\begin{equation*}
\hat{\theta}_{\mathrm{ML}}=\arg \max _{\theta} P(\mathcal{D} \mid \theta, m)=\arg \max _{\theta} \sum_{n} \log P\left(x_{n} \mid \theta, m\right) \tag{10}
\end{equation*}
$$

Many learning algorithms can be seen as finding ML parameter estimates. The ML parameter estimate is also acceptable from a frequentist statistical modelling perspective since it does not require deciding on a prior over parameters. However, ML estimation does not protect against overfitting - more complex models will generally have higher maxima of the likelihood. In order to avoid problems with overfitting, frequentist procedures often maximise a penalised or regularised $\log$ likelihood (e.g. [26]). If the penalty or regularisation term is interpreted as a log prior, then maximising penalised likelihood appears identical to maximising a posterior. However, there are subtle issues that make a Bayesian MAP procedure and maximum penalised likelihood different [28]. One difference is that the MAP estimate is not invariant to reparameterisation, while the maximum of the penalised likelihood is invariant. The penalised likelihood is a function, not a density, and therefore does not increase or decrease depending on the Jacobian of the reparameterisation.

## 2 Latent variable models

The framework described above can be applied to a wide range of models. No singe model is appropriate for all data sets. The art in machine learning is to develop models which are appropriate for the data set being analysed, and which have certain desired properties. For example, for high dimensional data sets it might be necessary to use models that perform dimensionality reduction. Of course, ultimately, the machine should be able to decide on the appropriate model without any human intervention, but to achieve this in full generality requires significant advances in artificial intelligence.

In this section, we will consider probabilistic models that are defined in terms of some latent or hidden variables. These models can be used to do dimensionality reduction and clustering, the two cornerstones of unsupervised learning.

### 2.1 Factor analysis

Let the data set $\mathcal{D}$ consist of $D$-dimensional real valued vectors, $\mathcal{D}=\left\{\mathbf{y}_{1}, \ldots, \mathbf{y}_{N}\right\}$. In factor analysis, the data is assumed to be generated from the following model

$$
\begin{equation*}
\mathbf{y}=\Lambda \mathbf{x}+\epsilon \tag{11}
\end{equation*}
$$

where $\mathbf{x}$ is a $K$-dimensional zero-mean unit-variance multivariate Gaussian vector with elements corresponding to hidden (or latent) factors, $\Lambda$ is a $D \times K$ matrix of parameters, known as the factor loading matrix, and $\epsilon$ is a $D$-dimensional zero-mean multivariate Gaussian noise vector with diagonal covariance matrix $\Psi$. Defining the parameters of the model to be $\theta=(\Psi, \Lambda)$, by integrating out the factors, one can readily derive that

$$
\begin{equation*}
p(\mathbf{y} \mid \theta)=\int p(\mathbf{x} \mid \theta) p(\mathbf{y} \mid \mathbf{x}, \theta) d \mathbf{x}=\mathcal{N}\left(0, \Lambda \Lambda^{\top}+\Psi\right) \tag{12}
\end{equation*}
$$

where $\mathcal{N}(\mu, \Sigma)$ refers to a multivariate Gaussian density with mean $\mu$ and covariance matrix $\Sigma$. For more details refer to [68].

Factor analysis is an interesting model for several reasons. If the data is very high dimensional ( $D$ is large) then even a simple model like the full-covariance multivariate Gaussian will have too many parameters to reliably estimate or infer from the data. By choosing $K<D$, factor analysis makes it possible to model a Gaussian density for high dimensional data without requiring $\mathcal{O}\left(D^{2}\right)$ parameters. Moreover, given a new data point, one can compute the posterior over the hidden factors, $p(\mathbf{x} \mid \mathbf{y}, \theta)$; since $\mathbf{x}$ is lower dimensional than $\mathbf{y}$ this provides a low-dimensional representation of the data (for example, one could pick the mean of $p(\mathbf{x} \mid \mathbf{y}, \theta)$ as the representation for $\mathbf{y})$.

### 2.2 Principal components analysis (PCA)

Principal components analysis (PCA) is an important limiting case of factor analysis (FA). One can derive PCA by making two modifications to FA. First, the noise is assumed to be isotropic, in other words each element of $\epsilon$ has equal variance: $\Psi=\sigma^{2} I$, where $I$ is a $D \times D$ identity matrix. This model is called probabilistic PCA [67, 78]. Second, if we take the limit of $\sigma \rightarrow 0$ in probabilistic PCA, we obtain standard PCA (which also goes by the names Karhunen-Loève expansion, and singular value decomposition; SVD). Given a data set with covariance matrix $\Sigma$, for maximum likelihood factor analysis the goal is to find parameters $\Lambda$, and $\Psi$ for which the model $\Lambda \Lambda^{\top}+\Psi$ has highest likelihood. In PCA, the goal is to find $\Lambda$ so that the likelihood is highest for $\Lambda \Lambda^{\top}$. Note that this matrix is singular unless $K=D$, so the standard PCA model is not a sensible model. However, taking the limiting case, and further constraining the columns of $\Lambda$ to be orthogonal, it can be derived that the principal components correspond to the $K$ eigenvectors with largest eigenvalue of $\Sigma$. PCA is thus attractive because the solution can be found immediately after eigendecomposition of the covariance. Taking the limit $\sigma \rightarrow 0$ of $p(\mathbf{x} \mid \mathbf{y}, \Lambda, \sigma)$ we find that it is a delta-function at $\mathbf{x}=\Lambda^{\top} \mathbf{y}$, which is the projection of $\mathbf{y}$ onto the principal components.

### 2.3 Independent components analysis (ICA)

Independent components analysis (ICA) extends factor analysis to the case where the factors are nonGaussian. This is an interesting extension because many real-world data sets have structure which can be modelled as linear combinations of sparse sources. This includes auditory data, images, biological signals such as EEG, etc. Sparsity simply corresponds to the assumption that the factors have distributions with higher kurtosis that the Gaussian. For example, $p(x)=\frac{\lambda}{2} \exp \{-\lambda|x|\}$ has a higher peak at zero and heavier tails than a Gaussian with corresponding mean and variance, so it would be considered sparse (strictly speaking, one would like a distribution which had non-zero probability mass at 0 to get true sparsity).

Models like PCA, FA and ICA can all be implemented using neural networks (multilayer perceptrons) trained using various cost functions. It is not clear what advantage this implementation/interpretation has from a machine learning perspective, although it provides interesting ties to biological information processing.

Rather than ML estimation, one can also do Bayesian inference for the parameters of probabilistic PCA, FA, and ICA.

### 2.4 Mixture of Gaussians

The densities modelled by PCA, FA and ICA are all relatively simple in that they are unimodal and have fairly restricted parametric forms (Gaussian, in the case of PCA and FA). To model data with more complex structure such as clusters, it is very useful to consider mixture models. Although it is straightforward to consider mixtures of arbitrary densities, we will focus on Gaussians as a common special case. The density of each data point in a mixture model can be written:

$$
\begin{equation*}
p(\mathbf{y} \mid \theta)=\sum_{k=1}^{K} \pi_{k} p\left(\mathbf{y} \mid \theta_{k}\right) \tag{13}
\end{equation*}
$$

where each of the $K$ components of the mixture is, for example, a Gaussian with differing means and covariances $\theta_{k}=\left(\mu_{k}, \Sigma_{k}\right)$ and $\pi_{k}$ is the mixing proportion for component $k$, such that $\sum_{k=1}^{K} \pi_{k}=1$ and $\pi_{k}>0, \quad \forall k$.

A different way to think about mixture models is to consider them as latent variable models, where associated with each data point is a $K$-ary discrete latent (i.e. hidden) variable $s$ which has the interpretation that $s=k$ if the data point was generated by component $k$. This can be written

$$
\begin{equation*}
p(\mathbf{y} \mid \theta)=\sum_{k=1}^{K} P(s=k \mid \pi) p(\mathbf{y} \mid s=k, \theta) \tag{14}
\end{equation*}
$$

where $P(s=k \mid \pi)=\pi_{k}$ is the prior for the latent variable taking on value $k$, and $p(\mathbf{y} \mid s=k, \theta)=p\left(\mathbf{y} \mid \theta_{k}\right)$ is the density under component $k$, recovering Equation (13).

### 2.5 K-means

The mixture of Gaussians model is closely related to an unsupervised clustering algorithm known as $k$-means as follows: Consider the special case where all the Gaussians have common covariance matrix proportional to the identity matrix: $\Sigma_{k}=\sigma^{2} I, \forall k$, and let $\pi_{k}=1 / K, \forall k$. We can estimate the maximum likelihood parameters of this model using the iterative algorithm which we are about to describe, known as EM. The resulting algorithm, as we take the limit $\sigma^{2} \rightarrow 0$, becomes exactly the $k$-means algorithm. Clearly the model underlying $k$-means has only singular Gaussians and is therefore an unreasonable model of the data; however, $k$-means is usually justified from the point of view of clustering to minimise a distortion measure, rather than fitting a probabilistic models.

## 3 The EM algorithm

The EM algorithm is an algorithm for estimating ML parameters of a model with latent variables. Consider a model with observed variables $\mathbf{y}$, hidden/latent variables $\mathbf{x}$, and parameters $\theta$. We can lower bound the log likelihood for any data point as follows

$$
\begin{align*}
L(\theta)=\log p(\mathbf{y} \mid \theta) & =\log \int p(\mathbf{x}, \mathbf{y} \mid \theta) d \mathbf{x}  \tag{15}\\
& =\log \int q(\mathbf{x}) \frac{p(\mathbf{x}, \mathbf{y} \mid \theta)}{q(\mathbf{x})} d \mathbf{x}  \tag{16}\\
& \geq \int q(\mathbf{x}) \log \frac{p(\mathbf{x}, \mathbf{y} \mid \theta)}{q(\mathbf{x})} d \mathbf{x} \stackrel{\text { def }}{=} F(q, \theta) \tag{17}
\end{align*}
$$

where $q(\mathbf{x})$ is some arbitrary density over the hidden variables, and the lower bound holds due to the concavity of the $\log$ function (this inequality is known as Jensen's inequality). The lower bound $F$ is a functional of both the density $q(\mathbf{x})$ and the model parameters $\theta$. For a data set of $N$ data points $\mathbf{y}^{(1)}, \ldots, \mathbf{y}^{(N)}$, this lower bound is formed for the log likelihood term corresponding to each data point, thus there is a separate density $q^{(n)}(\mathbf{x})$ for each point and $F(q, \theta)=\sum_{n} F^{(n)}\left(q^{(n)}, \theta\right)$.

The basic idea of the Expectation-Maximisation (EM) algorithm is to iterate between optimising this lower bound as a function of $q$ and as a function of $\theta$. We can prove that this will never decrease the $\log$ likelihood. After initialising the parameters somehow, the $k^{\text {th }}$ iteration of the algorithm consists of the following two steps:

E step: optimise $F$ with respect to the distribution $q$ while holding the parameters fixed

$$
\begin{align*}
q_{k}(\mathbf{x}) & =\arg \max _{q(\mathbf{x})} \int q(\mathbf{x}) \log \frac{p\left(\mathbf{x}, \mathbf{y} \mid \theta_{k-1}\right)}{q(\mathbf{x})}  \tag{18}\\
q_{k}(\mathbf{x}) & =p\left(\mathbf{x} \mid \mathbf{y}, \theta_{k-1}\right) \tag{19}
\end{align*}
$$

M step: optimise $F$ with respect to the parameters $\theta$ while holding the distribution over hidden variables fixed

$$
\begin{align*}
\theta_{k} & =\arg \max _{\theta} \int q_{k}(\mathbf{x}) \log \frac{p(\mathbf{x}, \mathbf{y} \mid \theta)}{q_{k}(\mathbf{x})} d \mathbf{x}  \tag{20}\\
\theta_{k} & =\arg \max _{\theta} \int q_{k}(\mathbf{x}) \log p(\mathbf{x}, \mathbf{y} \mid \theta) d \mathbf{x} \tag{21}
\end{align*}
$$

Let us be absolutely clear what happens for a data set of $N$ data points: In the E step, for each data point, the distribution over the hidden variables is set to the posterior for that data point $q_{k}^{(n)}(\mathbf{x})=p\left(\mathbf{x} \mid \mathbf{y}^{(n)}, \theta_{k-1}\right)$, $\forall n$. In the M step the single set of parameters is re-estimated by maximising the sum of the expected log likelihoods: $\theta_{k}=\arg \max _{\theta} \sum_{n} \int q_{k}^{(n)}(\mathbf{x}) \log p\left(\mathbf{x}, \mathbf{y}^{(n)} \mid \theta\right) d \mathbf{x}$.

Two things are still unclear: how does (19) follow from (18), and how is this algorithm guaranteed to increase the likelihood? The optimisation in (18) can be written as follows since $p\left(\mathbf{x}, \mathbf{y} \mid \theta_{k-1}\right)=p\left(\mathbf{y} \mid \theta_{k-1}\right) p\left(\mathbf{x} \mid \mathbf{y}, \theta_{k-1}\right)$ :

$$
\begin{equation*}
q_{k}(\mathbf{x})=\arg \max _{q(\mathbf{x})}\left[\log p\left(\mathbf{y} \mid \theta_{k-1}\right)+\int q(\mathbf{x}) \log \frac{p\left(\mathbf{x} \mid \mathbf{y}, \theta_{k-1}\right)}{q(\mathbf{x})} d \mathbf{x}\right] \tag{22}
\end{equation*}
$$

Now, the first term is a constant w.r.t. $q(\mathbf{x})$ and the second term is the negative of the Kullback-Leibler divergence

$$
\begin{equation*}
\mathrm{KL}\left(q(\mathbf{x}) \| p\left(\mathbf{x} \mid \mathbf{y}, \theta_{k-1}\right)\right)=\int q(\mathbf{x}) \log \frac{q(\mathbf{x})}{p\left(\mathbf{x} \mid \mathbf{y}, \theta_{k-1}\right)} d \mathbf{x} \tag{23}
\end{equation*}
$$

which we have seen in Equation (3) in its discrete form. This is minimised at $q(\mathbf{x})=p\left(\mathbf{x} \mid \mathbf{y}, \theta_{k-1}\right)$, where the KL divergence is zero. Intuitively, the interpretation of this is that in the E step of EM, the goal is to find the posterior distribution of the hidden variables given the observed variables and the current settings of the parameters. We also see that since the KL divergence is zero, at the end of the Estep, $F\left(q_{k}, \theta_{k-1}\right)=L\left(\theta_{k-1}\right)$.

In the M step, $F$ is increased with respect to $\theta$. Therefore, $F\left(q_{k}, \theta_{k}\right) \geq F\left(q_{k}, \theta_{k-1}\right)$. Moreover, $L\left(\theta_{k}\right)=F\left(q_{k+1}, \theta_{k}\right) \geq F\left(q_{k}, \theta_{k}\right)$ after the next E step. We can put these steps together to establish that $L\left(\theta_{k}\right) \geq L\left(\theta_{k-1}\right)$, establishing that the algorithm is guaranteed to increase the likelihood or keep it fixed (at convergence).

The EM algorithm can be applied to all the latent variable models described above, i.e. FA, probabilistic PCA, mixture models, and ICA. In the case of mixture models, the hidden variable is the discrete assignment $s$ of data points to clusters; consequently the integrals turn into sums where appropriate. EM has wide applicability to latent variable models, although it is not always the fastest optimisation method [70]. Moreover, we should note that the likelihood often has many local optima and EM will converge some local optimum which may not be the global one.

EM can also be used to estimate MAP parameters of a model, and as we will see in Section 11.4 there is a Bayesian generalization of EM as well.

## 4 Modelling time series and other structured data

So far we have assumed that the data is unstructured, that is, the observations are assumed to be independent and identically distributed. This assumption is unreasonable for many data sets in which the observations arrive in a sequence and subsequent observations are correlated. Sequential data can occur in time series modelling (as in financial data or the weather) and also in situations where the sequential nature of the data is not necessarily tied to time (as in protein data which consist of sequences of amino acids).

As the most basic level, time series modelling consists of building a probabilistic model of the present observation given all past observations $p\left(\mathbf{y}_{t} \mid \mathbf{y}_{t-1}, \mathbf{y}_{t-2} \ldots\right)$. Because the history of observations grows arbitrarily large it is necessary to limit the complexity of such a model. There are essentially two ways of doing this.

The first approach is to limit the window of past observations. Thus one can simply model $p\left(\mathbf{y}_{t} \mid \mathbf{y}_{t-1}\right)$ and assume that this relation holds for all $t$. This is known as a first-order Markov model. A second-order Markov model would be $p\left(\mathbf{y}_{t} \mid \mathbf{y}_{t-1}, \mathbf{y}_{t-2}\right)$, and so on. Such Markov models have two limitations: First, the influence of past observations on present observations vanishes outside this window, which can be unrealistic. Second, it may be unnatural and unwieldy to model directly the relationship between raw observations at one time step and raw observations at a subsequent time step. For example, if the observations are noisy images, it would make more sense to de-noise them, extract some description of the objects, motions, illuminations, and then try to predict from that.

The second approach is to make use of latent or hidden variables. Instead of modelling directly the effect of $\mathbf{y}_{t-1}$ on $\mathbf{y}_{t}$, we assume that the observations were generated from some underlying hidden variable $\mathbf{x}_{t}$ which captures the dynamics of the system. For example, y might be noisy sonar readings of objects in a room, while $\mathbf{x}$ might be the actual locations and sizes of these objects. We usually call this hidden variable $\mathbf{x}$ the state variable since it is meant to capture all the aspects of the system relevant to predicting the future dynamical behaviour of the system.

In order to understand more complex time series models, it is essential that one be familiar with statespace models (SSMs) and hidden Markov models (HMMs). These two classes of models have played a historically important role in control engineering, visual tracking, speech recognition, protein sequence modelling, and error decoding. They form the simplest building blocks from which other richer time-series models can be developed, in a manner completely analogous to the role that FA and mixture models play in building more complex models for iid data.

### 4.1 State-space models (SSMs)

In a state-space model, the sequence of observed data $\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \ldots$ is assumed to have been generated from some sequence of hidden state variables $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \ldots$ Letting $\mathbf{x}_{1: T}$ denote the sequence $\mathbf{x}_{1}, \ldots, \mathbf{x}_{T}$, the basic assumption in an SSM is that the joint probability of the hidden states and observations factors in the following way:

$$
\begin{equation*}
p\left(\mathbf{x}_{1: T}, \mathbf{y}_{1: T} \mid \theta\right)=\prod_{t=1}^{T} p\left(\mathbf{x}_{t} \mid \mathbf{x}_{t-1}, \theta\right) p\left(\mathbf{y}_{t} \mid \mathbf{x}_{t}, \theta\right) \tag{24}
\end{equation*}
$$

In order words, the observations are assumed to have been generated from the hidden states via $p\left(\mathbf{y}_{t} \mid \mathbf{x}_{t}, \theta\right)$, and the hidden states are assumed to have first-order Markov dynamics captured by $p\left(\mathbf{x}_{t} \mid \mathbf{x}_{t-1}, \theta\right)$. We can consider the first term $p\left(\mathbf{x}_{1} \mid \mathbf{x}_{0}, \theta\right)$ to be a prior on the initial state of the system $\mathbf{x}_{1}$.

The simplest kind of state-space model assumes that all variables are multivariate Gaussian distributed and all the relationships are linear. In such linear-Gaussian state-space models, we can write

$$
\begin{align*}
& \mathbf{y}_{t}=C \mathbf{x}_{t}+\mathbf{v}_{t}  \tag{25}\\
& \mathbf{x}_{t}=A \mathbf{x}_{t-1}+\mathbf{w}_{t} \tag{26}
\end{align*}
$$

where the matrices $C$ and $A$ define the linear relationships and $\mathbf{v}$ and $\mathbf{w}$ are zero-mean Gaussian noise vectors with covariance matrices $R$ and $Q$ respectively. If we assume that the prior on the initial state $p\left(\mathbf{x}_{1}\right)$ is also Gaussian, then all subsequent xs and ys are also Gaussian due the the fact that Gaussian densities are closed under linear transformations. This model can be generalised in many ways, for example by augmenting it to include a sequence of observed inputs $\mathbf{u}_{1}, \ldots, \mathbf{u}_{T}$ as well as the observed model outputs $\mathbf{y}_{1}, \ldots, \mathbf{y}_{T}$, but we will not discuss generalisations further.

By comparing equations (11) and (25) we see that linear-Gaussian SSMs can be thought of as a timeseries generalisation of factor analysis where the factors are assumed to have linear-Gaussian dynamics over time.

The parameters of this model are $\theta=(A, C, Q, R)$. To learn ML settings of these parameters one can make use of the EM algorithm [73]. The E step of the algorithm involves computing $q\left(\mathbf{x}_{1: T}\right)=p\left(\mathbf{x}_{1: T} \mid \mathbf{y}_{1: T}, \theta\right)$ which is the posterior over hidden state sequences. In fact, this whole posterior does not have to be computed or represented, all that is required are the marginals $q\left(\mathbf{x}_{t}\right)$ and pairwise marginals $q\left(\mathbf{x}_{t}, \mathbf{x}_{t+1}\right)$. These can be computed via the Kalman smoothing algorithm, which is an efficient algorithm for inferring the distribution over the hidden states of a linear-Gaussian SSM. Since the model is linear, the $M$ step of the algorithm requires solving a pair of weighted linear regression problems to re-estimate $A$ and $C$, while $Q$ and $R$ are estimated from the residuals of those regressions. This is analogous to the M step of factor analysis, which also involves solving a linear regression problem.

### 4.2 Hidden Markov models (HMMs)

Hidden Markov models are similar to state-space models in that the sequence of observations is assumed to have been generated from a sequence of underlying hidden states. The key difference is that in HMMs the state is assumed to be discrete rather than a continuous random vector. Let $s_{t}$ denote the hidden state of an HMM at time $t$. We assume that $s_{t}$ can take discrete values in $\{1, \ldots, K\}$. The model can again be written as in (24):

$$
\begin{equation*}
P\left(s_{1: T}, \mathbf{y}_{1: T} \mid \theta\right)=\prod_{t=1}^{T} P\left(s_{t} \mid s_{t-1}, \theta\right) P\left(\mathbf{y}_{t} \mid s_{t}, \theta\right) \tag{27}
\end{equation*}
$$

where $P\left(s_{1} \mid s_{0}, \theta\right)$ is simply some initial distribution over the $K$ settings of the first hidden state; we can call this discrete distribition $\boldsymbol{\pi}$, represented by a $K \times 1$ vector. The state-transition probabilities $P\left(s_{t} \mid s_{t-1}, \theta\right)$ are captured by a $K \times K$ transition matrix $A$, with elements $A_{i j}=P\left(s_{t}=i \mid s_{t-1}=j, \theta\right)$. The observations in an HMM can be either continuous or discrete. For continuous observations $\mathbf{y}_{t}$ one can for example choose a Gaussian density; thus $p\left(\mathbf{y}_{t} \mid s_{t}=i, \theta\right)$ would be a different Gaussian for each choice of $i \in\{1, \ldots, K\}$. This model is the dynamical generalisation of a mixture of Gaussians. The marginal probability at each point in time is exactly a mixture of $K$ Gaussians - the difference is that which component generates data point $\mathbf{y}_{t}$
and which component generated $\mathbf{y}_{t-1}$ are not independent random variables, but certain combinations are more and less probable depending on the entries in $A$. For $\mathbf{y}_{t}$ a discrete observation, let us assume that it can take on values $\{1, \ldots, L\}$. In that case the output probabilities $P\left(\mathbf{y}_{t} \mid s_{t}, \theta\right)$ can be captured by an $L \times K$ emission matrix, $E$.

The model parameters for a discrete-observation HMM are $\theta=(\boldsymbol{\pi}, A, E)$. Maximum likelihood learning of the model parameters can be approached using the EM algorithm, which in the case of HMMs is known as the Baum-Welch algorithm. The E step involves computing $Q\left(s_{t}\right)$ and $Q\left(s_{t}, s_{t+1}\right)$ which are marginals of $Q\left(s_{1: T}\right)=P\left(s_{1: T} \mid \mathbf{y}_{1: T}, \theta\right)$. These marginals are computed as part of the forward-backward algorithm which as the name suggests sweeps forward and backward through the time series, and applies Bayes rule efficiently using the Markov conditional independence properties of the HMM, to compute the required marginals. The M step of HMM learning involves re-estimating $\boldsymbol{\pi}, A$, and $E$ by adding up and normalising expected counts for transitions and emissions that were computed in the E step.

### 4.3 Modelling other structured data

We have considered the case of iid data and time series data. The observations in real world data sets can have many other possible structures as well. Let us mention a few examples, although it is not possible to strive for completeness.

In spatial data, the points are assumed to live in some metric, often Euclidean, space. Three examples of spatial data include epidemiological data which can be modelled as a function of the spatial location of the measurement; data from computer vision where the observations are measurements of features on a 2D input to the camera; and functional neuroimaging where the data can be physiological measurements related to neural activity located in 3D voxels defining coordinates in the brain. Generalising HMMs, one can define Markov random field models where there are a set of hidden variables correlated to neighbours in some lattice, and related to the observed variables.

Hierarchical or tree-structured data contains known or unknown tree-like correlation structure between the data points or measured features. For example, the data points may be features of animals related through an evolutionary tree. A very different form of structured data is if each data point itself is treestructured, for example if each point is a parse tree of a sentence in the English language.

Finally, one can take the structured dependencies between variables and consider the structure itself as an unknown part of the model. Such models are known as probabilistic relational models and are closely related to graphical models which we will discuss in Section 7.

## 5 Nonlinear, Factorial, and Hierarchical Models

The models we have described so far are attractive because they are relatively simple to understand and learn. However, their simplicity is also a limitation, since the intricacies of real-world data are unlikely to be well-captured by a simple statistical model. This motivates us to seek to describe and study learning in much more flexible models.

A simple combination of two of the ideas we have described for iid data is the mixture of factor analysers $[23,34,77]$. This model performs simultaneous clustering and dimensionality reduction on the data, by assuming that the covariance in each Gaussian cluster can be modelled by an FA model. Thus, it becomes possible to apply a mixture model to very high dimensional data while allowing each cluster to span a different sub-space of the data.

As their name implies linear-Gaussian SSMs are limited by assumptions of linearity and Gaussian noise. In many realistic dynamical systems there are significant nonlinear effects, which make it necessary to consider learning in nonlinear state-space models. Such models can also be learned using the EM algorithm, but the E step must deal with inference in non-Gaussian and potentially very complicated densities (since non-linearities will turn Gaussians into non-Gaussians), and the $M$ step is nonlinear regression, rather than linear regression [25]. There are many methods of dealing with inference in non-linear SSMs, including methods such as particle filtering [29, 27, 40, 43, 35, 15], linearisation [2], the unscented filter [39, 80], the EP algorithm [52], and embedded HMMs [62].

Non-linear models are also important if we are to consider generalising simple dimensionality reduction models such as PCA and FA. These models are limited in that they can only find a linear subspace of the data to capture the correlations between the observed variables. There are many interesting and important nonlinear dimensionality reduction models, including generative topographic mappings (GTM) [11] (a probabilistic alternative to Kohonen maps), multi-dimensional scaling (MDS) [72, 45], principal curves [30], Isomap [76], and locally linear embedding (LLE) [69].

Hidden Markov models also have their limitations. Even though they can model nonlinear dynamics by discretising the hidden state space, an HMM with $K$ hidden states can only capture $\log _{2} K$ bits of information in its state variable about the past of the sequence. HMMs can be extended by allowing a vector of discrete state variables, in an architecture known as a factorial $H M M$ [24]. Thus a vector of $M$ variables, each of which can take $K$ states, can capture $K^{M}$ possible states in total, and $M \log _{2} K$ bits of information about the past of the sequence. The problem is that such a model, if dealt with naively as an HMM would have exponentially many parameters and would take exponentially long to do inference in. Both the complexity in time and number of parameters can be alleviated by restricting the interactions between the hidden variables at one time step and at the next time step. A generalisation of these ideas is the notion of a dynamical Bayesian network (DBN) [56].

A relatively old but still quite powerful class of models for binary data is the Boltzmann machine (BM) [1]. This is a simple model inspired from Ising models in statistical physics. A BM is a multivariate model for capturing correlations and higher order statistics in vectors of binary data. Consider data consisting of vectors of $M$ binary variables (the elements of the vector may, for example, be pixels in a black-and-white image). Clearly, each data point can be an instance of one of $2^{M}$ possible patterns. An arbitrary distribution over such patterns would require a table with $2^{M}-1$ entries, again intractable in number of parameters, storage, and computation time. A BM allows one to define flexible distributions over the $2^{M}$ entries of this table by using $\mathcal{O}\left(M^{2}\right)$ parameters defining a symmetric matrix of weights connecting the variables. This can be augmented with hidden variables in order to enrich the model class, without adding exponentially many parameters. These hidden variables can be organised into layers of a hierarchy as in the Helmholtz machine [33]. Other hierarchical models include recent generalisations of ICA designed to capture higher order statistics in images [41].

## 6 Intractability

The problem with the models described in the previous section is that learning their parameters is in general computationally intractable. In a model with exponentially many settings for the hidden states, doing the E step of an EM algorithm would require computing appropriate marginals of a distribution over exponentially many possibilities.

Let us consider a simple example. Imagine we have a vector of $N$ binary random variables $\mathbf{s}=$ $\left(s_{1}, \ldots, s_{N}\right)$, where $s_{i} \in\{0,1\}$ and a vector of $N$ known integers $\left(r_{1}, \ldots, r_{N}\right)$ where $r_{i} \in\{1,2,3, \ldots, 10\}$. Let the variable $Y=\sum_{i=1}^{N} r_{i} s_{i}$. Assume that the binary variables are all independent and identically distributed with $P\left(s_{i}=1\right)=1 / 2, \forall i$. Let $N$ be 100. Now imagine that we are told $Y=430$. How do we compute $P\left(s_{i}=1 \mid Y=430\right)$ ? The problem is that even though the $s_{i}$ were independent before we observed the value of $Y$, now that we know the value of $Y$, not all settings of $s$ are possible anymore. To figure out for some $s_{i}$ the probability of $P\left(s_{i}=1 \mid Y=430\right)$ requires that we enumerate all potentially exponentially many ways of achieving $Y=430$ and counting how many of those had $s_{i}=1$ vs $s_{i}=0$.

This example illustrates the following ideas: Even if the prior is simple, the posterior can be very complicated. Whether two random variables are independent or not is a function of one's state of knowledge. Thus $s_{i}$ and $s_{j}$ may be independent if we are not told the value of $Y$ but are certainly dependent given the value of $Y$. These type of phenomena are related to "explaining-away" which refers to the fact that if there are multiple potential causes for some effect, observing one, explains away the need for the others [64].

Intractability can thus occur if we have a model with discrete hidden variables which can take on exponentially many combinations. Intractability can also occur with continuous hidden variables if their density is not simply described, or if they interact with discrete hidden variables. Moreover, even for simple models, such as a mixture of Gaussians, intractability occurs when we consider the parameters to be unknown as


Figure 1: Three kinds of probabilistic graphical model: undirected graphs, factor graphs and directed graphs.
well, and we attempt to do Bayesian inference on them. To deal with intractability it is essential to have good tools for representing multivariate distributions, such as graphical models.

## 7 Graphical models

Graphical models are an important tool for representing the dependencies between random variables in a probabilistic model. They are important for two reasons. First, graphs are an intuitive way of visualising dependencies. We are used to graphical depictions of dependency, for example in circuit diagrams and in phylogenetic trees. Second, by exploiting the structure of the graph it is possible to devise efficient message passing algorithms for computing marginal and conditional probabilities in a complicated model. We discuss message passing algorithms for inference in Section 8.

The main statistical property represented explicitly by the graph is conditional independence between variables. We say that $X$ and $Y$ are conditionally independent given $Z$, if $P(X, Y \mid Z)=P(X \mid Z) P(Y \mid Z)$ for all values of the variables $X, Y$, and $Z$ where these quantities are defined (i.e. excepting settings $z$ where $P(Z=z)=0)$. We use the notation $X \Perp Y \mid Z$ to denote the above conditional independence relation. Conditional independence generalises to sets of variables in the obvious way, and it is different from marginal independence which states that $P(X, Y)=P(X) P(Y)$, and is denoted $X \Perp Y$.

There are several different graphical formalisms for depicting conditional independence relationships. We focus on three of the main ones: undirected, factor, and directed graphs.

### 7.1 Undirected graphs

In an undirected graphical model each random variable is represented by a node, and the edges of the graph indicate conditional independence relationships. Specifically, let $\mathcal{X}, \mathcal{Y}$, and $\mathcal{Z}$ be sets of random variables. Then $\mathcal{X} \Perp \mathcal{Y} \mid \mathcal{Z}$ if every path on the graph from a node in $\mathcal{X}$ to a node in $\mathcal{Y}$ has to go through a node in $\mathcal{Z}$. Thus a variable $X$ is conditionally independent of all other variables given the neighbours of $X$, and we say that the neighbours separate $X$ from the rest of the graph. An example of an undirected graph is shown in Figure 1. In this graph $A \Perp B \mid C$ and $B \Perp E \mid\{C, D\}$, for example, and the neighbours of $D$ are $B, C, E$.

A clique is a fully connected subgraph of a graph. A maximal clique is not contained in any other clique of the graph. It turns out that the set of conditional independence relations implied by the separation properties in the graph are satisfied by probability distributions which can be written as a normalised product of non-negative functions over the variables in the maximal cliques of the graph (this is known as the Hammersley-Clifford Theorem [10]). In the example in Figure 1, this implies that the probability distribution over $(A, B, C, D, E)$ can be written as:

$$
\begin{equation*}
P(A, B, C, D, E)=c g_{1}(A, C) g_{2}(B, C, D) g_{3}(C, D, E) \tag{28}
\end{equation*}
$$

Here, $c$ is the constant that ensures that the probability distribution sums to 1 , and $g_{1}, g_{2}$ and $g_{3}$ are non-negative functions of their arguments. For example, if all the variables are binary the function $g_{2}$ is a table with a non-negative number for each of the $8=2 \times 2 \times 2$ possible settings of the variables $B, C, D$. These non-negative functions are supposed to represent how compatible these settings are with each other,
with a 0 encoding logical incompatibility. For this reason, the $g$ 's are sometimes referred to as compatibility functions, other times as potential functions. Undirected graphical models are also sometimes referred to as Markov networks.

### 7.2 Factor graphs

In a factor graph there are two kinds of nodes, variable nodes and factor nodes, usually denoted as open circles and filled dots (Figure 1). Like an undirected model, the factor graph represents a factorisation of the joint probability distribution: each factor is a non-negative function of the variables connected to the corresponding factor node. Thus for the factor graph in Figure 1 we have:

$$
\begin{equation*}
P(A, B, C, D, E)=c g_{1}(A, C) g_{2}(B, C) g_{3}(B, D), g_{4}(C, D) g_{5}(C, E) g_{6}(D, E) \tag{29}
\end{equation*}
$$

Factor nodes are also sometimes called function nodes. Again, as in an undirected graphical model, the variables in a set $\mathcal{X}$ are conditionally independent of the variables in a set $\mathcal{Y}$ given $\mathcal{Z}$ if all paths from $\mathcal{X}$ to $\mathcal{Y}$ go through variables in $\mathcal{Z}$. Note that the factor graph is Figure 1 has exactly the same conditional independence relations as the undirected graph, even though the factors in the former are contained in the factors in the latter. Factor graphs are particularly elegant and simple when it comes to implementing message passing algorithms for inference (Section 8).

### 7.3 Directed graphs

In directed graphical models, also known as probabilistic directed acyclic graphs (DAGs), belief networks, and Bayesian networks, the nodes represent random variables and the directed edges represent statistical dependencies. If there exists an edge from $A$ to $B$ we say that $A$ is a parent of $B$, and conversely $B$ is a child of $A$. A directed graph corresponds to the factorisation of the joint probability into a product of the conditional probabilities of each node given its parents. For the example in Figure 1 we write:

$$
\begin{equation*}
P(A, B, C, D, E)=P(A) P(B) P(C \mid A, B) P(D \mid B, C) P(E \mid C, D) \tag{30}
\end{equation*}
$$

In general we would write:

$$
\begin{equation*}
P\left(X_{1}, \ldots, X_{N}\right)=\prod_{i=1}^{N} P\left(X_{i} \mid X_{\mathrm{pa}_{i}}\right) \tag{31}
\end{equation*}
$$

where $X_{\mathrm{pa}_{i}}$ denotes the variables that are parents of $X_{i}$ in the graph.
Assessing the conditional independence relations in a directed graph is slightly less trivial than in undirected and factor graphs. Rather than simply looking at separation between sets of variables, one has to consider the directions of the edges. The graphical test for two sets of variables being conditionally independent given a third is called d-separation [64]. D-separation takes into account the following fact about $v$-structures of the graph, which consist of two (or more) parents of a child, as in the $A \rightarrow C \leftarrow B$ subgraph in Figure 1. In such a v-structure $A \Perp B$, but it is not true that $A \Perp B \mid C$. That is, $A$ and $B$ are marginally independent, but conditionally dependent given $C$. This can be easily checked by writing out $P(A, B, C)=P(A) P(B) P(C \mid A, B)$. Summing out $C$ leads to $P(A, B)=P(A) P(B)$. However, given the value of $C, P(A, B \mid C)=P(A) P(B) P(C \mid A, B) / P(C)$ which does not factor into separate functions of $A$ and $B$. As a consequence of this property of v-structures, in a directed graph a variable $X$ is independent of all other variables given the parents of $X$, the children of $X$, and the parents of the children of $X$. This is the minimal set that d-separates $X$ from the rest of the graph and is known as the Markov boundary for $X$.

It is possible, though not always appropriate, to interpret a directed graphical model as a causal generative model of the data. The following procedure would generate data from the probability distribution defined by a directed graph: draw a random value from the marginal distribution of all variables which do not have any parents (e.g. $a \sim P(A), b \sim P(B)$ ), then sample from the conditional distribution of the children of these variables (e.g. $c \sim P(C \mid A=a, B=a)$ ), and continue this procedure until all variables are assigned values. In the model, $P(C \mid A, B)$ can capture the causal relationship between the causes $A$ and $B$ and the effect $C$. Such causal interpretations are much less natural for undirected and factor graphs, since even generating a sample from such models cannot easily be done in a hierarchical manner starting from "parents" to "children" except


Figure 2: No directed graph over 4 variables can represent the set of conditional independence relationships represented by this undirected graph.
in special cases. Moreover, the potential functions capture mutual compatibilities, rather than cause-effect relations.

A useful property of directed graphical models is that there is no global normalisation constant $c$. This global constant can be computationally intractable to compute in undirected and factor graphs. In directed graphs, each term is a conditional probability and is therefore already normalised $\sum_{x} P\left(X_{i}=x \mid X_{\mathrm{pa}_{i}}\right)=1$.

### 7.4 Expressive power

Directed, undirected and factor graphs are complementary in their ability to express conditional independence relationships. Consider the directed graph consisting of a single v-structure $A \rightarrow C \leftarrow B$. This graph encodes $A \Perp B$ but not $A \Perp B \mid C$. There exists no undirected graph or factor graph over these three variables which captures exactly these independencies. For example, in $A-C-B$ it is not true that $A \Perp B$ but it is true that $A \Perp B \mid C$. Conversely, if we consider the undirected graph in Figure 2, we see that some independence relationships are better captured by undirected models (and factor graphs).

## 8 Exact inference in graphs

Probabilistic inference in a graph usually refers to the problem of computing the conditional probability of some variable $X_{i}$ given the observed values of some other variables $X_{\mathrm{obs}}=x_{\mathrm{obs}}$ while marginalising out all other variables. Starting from a joint distribution $P\left(X_{1}, \ldots, X_{N}\right)$, we can divide the set of all variables into three exhaustive and mutually exclusive sets $\left\{X_{1}, \ldots X_{N}\right\}=\left\{X_{i}\right\} \cup X_{\text {obs }} \cup X_{\text {other }}$. We wish to compute

$$
\begin{equation*}
P\left(X_{i} \mid X_{\mathrm{obs}}=x_{\mathrm{obs}}\right)=\frac{\sum_{x} P\left(X_{i}, X_{\mathrm{other}}=x, X_{\mathrm{obs}}=x_{\mathrm{obs}}\right)}{\sum_{x^{\prime}} \sum_{x} P\left(X_{i}=x^{\prime}, X_{\mathrm{other}}=x, X_{\mathrm{obs}}=x_{\mathrm{obs}}\right)} \tag{32}
\end{equation*}
$$

The problem is that the sum over $x$ is exponential in the number of variables in $X_{\text {other }}$. For example. if there are $M$ variables in $X_{\text {other }}$ and each is binary, then there are $2^{M}$ possible values for $x$. If the variables are continuous, then the desired conditional probability is the ratio of two high-dimensional integrals, which could be intractable to compute. Probabilistic inference is essentially a problem of computing large sums and integrals.

There are several algorithms for computing these sums and integrals which exploit the structure of the graph to get the solution efficiently for certain graph structures (namely trees and related graphs). For general graphs the problem is fundamentally hard [13].

### 8.1 Elimination

The simplest algorithm conceptually is variable elimination. It is easiest to explain with an example. Consider computing $P(A=a \mid D=d)$ in the directed graph in Figure 1. This can be written

$$
\begin{aligned}
P(A=a \mid D=d) \propto & \sum_{c} \sum_{b} \sum_{e} P(A=a, B=b, C=c, D=d, E=e) \\
= & \sum_{c} \sum_{b} \sum_{e} P(A=a) P(B=b) P(C=c \mid A=a, B=b) \\
= & \sum_{c} \sum_{b} P(D=d \mid C=c, B=b) P(E=e \mid C=c, D=d) \\
& P(D=d \mid C=c, B=b) \sum_{e} P(E=e \mid C=c, D=d) \\
= & \sum_{c} \sum_{b} P(A=a) P(B=b) P(C=c \mid A=a, B=b) \\
& P(D=d \mid C=c, B=b)
\end{aligned}
$$

What we did was (1) exploit the factorisation, (2) rearrange the sums, and (3) eliminate a variable, $E$. We could repeat this procedure and eliminate the variable $C$. When we do this we will need to compute a new function $\phi(A=a, B=b, D=d) \stackrel{\text { def }}{=} \sum_{c} P(C=c \mid A=a, B=b) P(D=d \mid C=c, B=b)$, resulting in:

$$
P(A=a \mid D=d) \propto \sum_{b} P(A=a) P(B=b) \phi(A=a, B=b, D=d)
$$

Finally, we eliminate $B$ by computing $\phi^{\prime}(A=a, D=d) \stackrel{\text { def }}{=} \sum_{b} P(B=b) \phi(A=a, B=b, D=d)$ to get our final answer which can be written

$$
P(A=a \mid D=d) \propto P(A=a) \phi^{\prime}(A=a, D=d)=\frac{P(A=a) \phi^{\prime}(A=a, D=d)}{\sum_{a} P(A=a) \phi^{\prime}(A=a, D=d)}
$$

The functions we get when we eliminate variables can be thought of as messages sent by that variable to its neighbours. Eliminating transforms the graph by removing the eliminated node and drawing (undirected) edges between all the nodes in the Markov boundary of the eliminated node.

The same answer is obtained no matter what order we eliminate variables in; however, the computational complexity can depend dramatically on the ordering used.

### 8.2 Belief propagation

The belief propagation (BP) algorithm is a message passing algorithm for computing conditional probabilities of any variable given the values of some set of other variables in a singly-connected directed acyclic graph [64]. The algorithm itself follows from the rules of probability and the conditional independence properties of the graph. Whereas variable elimination focuses on finding the conditional probability of a single variable $X_{i}$ given $X_{\mathrm{obs}}=x_{\mathrm{obs}}$, belief propagation can compute at once all the conditionals $p\left(X_{i} \mid X_{\mathrm{obs}}=x_{\mathrm{obs}}\right)$ for all $i$ not observed.

We first need to define singly-connected directed graphs. A directed graph is singly connected if between every pair of nodes there is only one undirected path. An undirected path is a path along the edges of the graph ignoring the direction of the edges: in other words the path can traverse edges both upstream and downstream. If there is more than one undirected path between any pair of nodes then the graph is said to be multiply connected, or loopy (since it has loops).

Singly connected graphs have an important property which BP exploits. Let us call the set of observed variables the evidence, $e=X_{\text {obs }}$. Every node in the graph divides the evidence into upstream $e_{X}^{+}$and downstream $e_{X}^{-}$parts. For example, in Figure 3 the variables $U_{1} \ldots U_{n}$ their parents, ancestors, and children and descendents (not including $X$, its children and descendents) and anything else connected to $X$ via an


Figure 3: Belief propagation in a directed graph.
edge directed toward $X$ are all considered to be upstream of $X$; anything connected to $X$ via an edge away from $X$ is considered downstream of $X$ (e.g. $Y_{1}$, its children, the parents of its children, etc). Similarly, every edge $X \rightarrow Y$ in a singly connected graph divides the evidence into upstream and downstream parts. This separation of the evidence into upstream and downstream components does not generally occur in multiply-connected graphs.

Belief propagation uses three key ideas to compute the probability of some variable given the evidence $p(X \mid e)$, which we can call the "belief" about $X .^{4}$ First, the belief about $X$ can be found by combining upstream and downstream evidence:

$$
\begin{equation*}
P(X \mid e)=\frac{P(X, e)}{P(e)} \propto P\left(X, e_{X}^{+}, e_{X}^{-}\right) \propto P\left(X \mid e_{X}^{+}\right) P\left(e_{X}^{-} \mid X\right) \tag{33}
\end{equation*}
$$

The last proportionality results from the fact that given $X$ the downstream and upstream evidence are conditionally independent: $P\left(e_{X}^{-} \mid X, e_{X}^{+}\right)=P\left(e_{X}^{-} \mid X\right)$. Second, the effect of the upstream and downstream evidence on $X$ can be computed via a local message passing algorithm between the nodes in the graph. Third, the message from $X$ to $Y$ has to be constructed carefully so that node $X$ doesn't send back to $Y$ any information that $Y$ sent to $X$, otherwise the message passing algorithm would reverberate information between nodes amplifying and distorting the final beliefs.

Using these ideas and the basic rules of probability we can arrive at the following equations, where $\operatorname{ch}(X)$ and $\mathrm{pa}(X)$ are children and parents of $X$, respectively:

$$
\begin{align*}
& \lambda(X) \stackrel{\text { def }}{=} P\left(e_{X}^{-} \mid X\right)=\prod_{j \in \mathrm{ch}(X)} P\left(e_{X Y_{j}}^{-} \mid X\right)  \tag{34}\\
& \pi(X) \stackrel{\text { def }}{=} P\left(X \mid e_{X}^{+}\right)=\sum_{U_{1} \ldots U_{n}} P\left(X \mid U_{1}, \ldots, U_{n}\right) \prod_{i \in \operatorname{pa}(X)} P\left(U_{i} \mid e_{U_{i} X}^{+}\right) \tag{35}
\end{align*}
$$

Finally, the messages from parents to children (e.g. $X$ to $Y_{j}$ ) and the messages from children to parents (e.g. $X$ to $U_{i}$ ) can be computed as follows:

$$
\begin{align*}
\pi_{Y_{j}}(X) & \stackrel{\text { def }}{=} P\left(X \mid e_{X Y_{j}}^{+}\right) \\
& \propto\left[\prod_{k \neq j} P\left(e_{X Y_{k}}^{-} \mid X\right)\right] \sum_{U_{1}, \ldots, U_{n}} P\left(X \mid U_{1} \ldots U_{n}\right) \prod_{i} P\left(U_{i} \mid e_{U_{i} X}^{+}\right)  \tag{36}\\
\lambda_{X}\left(U_{i}\right) & \stackrel{\text { def }}{=} P\left(e_{U_{i} X}^{-} \mid U_{i}\right) \\
& =\sum_{X} P\left(e_{X}^{-} \mid X\right) \sum_{U_{k}: k \neq i} P\left(X \mid U_{1} \ldots U_{n}\right) \prod_{k \neq i} P\left(U_{k} \mid e_{U_{k} X}^{+}\right) \tag{37}
\end{align*}
$$

[^4]It is important to notice that in the computation of both the top-down message (36) and the bottom-up message (37) the recipient of the message is explicitly excluded. Pearl's [64] mnemonic of calling these messages $\lambda$ and $\pi$ messages is meant to reflect their role in computing "likelihood" and "prior" terms.

BP includes as special cases two important algorithms: Kalman smoothing for linear-Gaussian state-space models, and the forward-backward algorithm for hidden Markov models. Although BP is only valid on singly connected graphs there is a large body of research on its application to multiply connected graphs-the use of BP on such graphs is called loopy belief propagation and has been analysed by several researchers [81, 82]. Interest in loopy belief propagation arose out of its impressive performance in decoding error correcting codes $[21,9,50,49]$. Although the beliefs are not guaranteed to be correct on loopy graphs, interesting connections can be made to approximate inference procedures inspired by statistical physics known as the Bethe and Kikuchi free energies [84].

### 8.3 Factor graph propagation

In belief propagation, there is an asymmetry between the messages a child sends its parents and the messages a parent sends its children. Propagation in singly-connected factor graphs is conceptually much simpler and easier to implement. In a factor graph, the joint probability distribution is written as a product of factors. Consider a vector of variables $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$

$$
\begin{equation*}
p(\mathbf{x})=p\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{Z} \prod_{j} f_{j}\left(\mathbf{x}_{S_{j}}\right) \tag{38}
\end{equation*}
$$

where $Z$ is the normalisation constant, $S_{j}$ denotes the subset of $\{1, \ldots, n\}$ which participate in factor $f_{j}$ and $\mathbf{x}_{S_{j}}=\left\{x_{i}: i \in S_{j}\right\}$.

Let $\mathrm{n}(x)$ denote the set of factor nodes that are neighbours of $x$ and let $\mathrm{n}(f)$ denote the set of variable nodes that are neighbours of $f$. We can compute probabilities in a factor graph by propagating messages from variable nodes to factor nodes and vice-versa. The message from variable $x$ to function $f$ is:

$$
\begin{equation*}
\mu_{x \rightarrow f}(x)=\prod_{h \in \mathrm{n}(x) \backslash\{f\}} \mu_{h \rightarrow x}(x) \tag{39}
\end{equation*}
$$

while the message from function $f$ to variable $x$ is:

$$
\begin{equation*}
\mu_{f \rightarrow x}(x)=\sum_{\mathbf{x} \backslash x}\left(f(\mathbf{x}) \prod_{y \in \mathrm{n}(f) \backslash\{x\}} \mu_{y \rightarrow f}(y)\right) \tag{40}
\end{equation*}
$$

Once a variable has received all messages from its neighbouring factor nodes we can compute the probability of that variable by multiplying all the messages and renormalising:

$$
\begin{equation*}
p(x) \propto \prod_{h \in \mathrm{n}(x)} \mu_{h \rightarrow x}(x) \tag{41}
\end{equation*}
$$

Again, these equations can be derived by using Bayes rule and the conditional independence relations in a singly-connected factor graph. For multiply-connected factor graphs (where there is more than one path between at least one pair of variable nodes) one can apply a loopy version of factor graph propagation. Since the algorithms for directed graphs and factor graphs are essentially based on the same ideas, we also call the loopy version of factor graph propagation "loopy belief propagation".

### 8.4 Junction tree algorithm

For multiply-connected graphs, the standard exact inference algorithms are based on the notion of a junction tree [46]. The basic idea of the junction tree algorithm is to group variables so as to convert the multiplyconnected graph into a singly-connected undirected graph (tree) over sets of variables, and do inference in this tree.

We will not explain the algorithm in detail here, but rather give an overview of the steps involved. Starting from a directed graph, undirected edges are introduced between every pair of variables that share a child. This step is called "moralisation" in a tongue-in-cheek reference to the fact that it involves marrying the unmarried parents of every node. All the remaining edges are then changed from directed to undirected. We now have an undirected graph which does not imply any additional conditional or marginal independence relations which were not present in the original directed graph (although the undirected graph may easily have many fewer conditional or marginal independence relations than the directed graph). The next step of the algorithm is "triangulation" which introduces an edge cutting across every cycle of length 4. For example, the cycle $A-B-C-D-A$ which would look like Figure 2 would be triangulated either by adding an edge $A-C$ or an edge $B-D$. Once the graph has been triangulated, the maximal cliques of the graph are organised into a tree, where the nodes of the tree are cliques, by placing edges in the tree between some of the cliques with an overlap in variables (placing edges between all overlaps may not result in a tree). In general it may be possible to build several trees in this way, and triangulating the graph means than there exists a tree with the "running intersection property". This property ensures that none of the variable is represented in disjoint parts of the tree, as this would cause the algorithm to come up with multiple possibly inconsistent beliefs about the variable. Finally, once the tree with the running intersection property is built (the junction tree) it is possible to introduce the evidence into the tree and apply what is essentially a variant of belief propagation to this junction tree. This BP algorithm is operating on sets of variables contained in the cliques of the junction tree, rather than on individual variables in the original graph. As such, the complexity of the algorithm scales exponentially with the size of the largest clique in the junction tree. For example, if moralisation and triangulation results in a clique containing $K$ binary variables, the junction tree algorithm would have to store and manipulate tables of size $2^{K}$. Moreover, finding the optimal triangulation to get the most efficient junction tree for a particular graph is NP-complete [4, 44].

### 8.5 Cutest conditioning

In certain graphs the simplest inference algorithm is cutset conditioning which is related to the idea of "reasoning by assumptions". The basic idea is very straightforward: find some small set of variables such that if they were given (i.e. you knew their values) it would make the remainder of the graph singly connected. For example, in the undirected graph in Figure 1, given $C$ or $D$, the rest of the graph is singly connected. This set of variables is called the cutset. For each possible value of the variables in the cutset, run BP on the remainder of the graph to obtain the beliefs on the node of interest. These beliefs can be averaged with appropriate weights to obtain the true belief on the variable of interest. To make this more concrete, assume you want to find $P(X \mid e)$ and you discover a cutset consisting of a single variable $C$. Then

$$
\begin{equation*}
P(X \mid e)=\sum_{c} P(X \mid C=c, e) P(C=c \mid e) \tag{42}
\end{equation*}
$$

where the beliefs $P(X \mid C=c, e)$ and corresponding weights $P(C=c \mid e)$ are computed as part of BP, run once for each value of $c$.

## 9 Learning in graphical models

In Section 8 we described exact algorithms for inferring the value of variables in a graph with known parameters and structure. If the parameters and structure are unknown they can be learned from the data [31]. The learning problem can be divided into learning the graph parameters for a known structure, and learning the model structure (i.e. which edges should be present or absent). ${ }^{5}$

We focus here on directed graphs with discrete variables, although some of these issues become much more subtle for undirected and factor graphs [57]. The parameters of a directed graph with discrete variables parameterise the conditional probability tables $P\left(X_{i} \mid X_{\mathrm{pa}_{i}}\right)$. For each setting of $X_{\mathrm{pa}_{i}}$ this table contains a

[^5]probability distribution over $X_{i}$. For example, if all variables are binary and $X_{i}$ has $K$ parents, then this conditional probability table has $2^{K+1}$ entries; however, since the probability over $X_{i}$ has to sum to 1 for each setting of its parents there are only $2^{K}$ independent entries. The most general parameterisation would have a distinct parameter for each entry in this table, but this is often not a natural way to parameterise the dependency between variables. Alternatives (for binary data) are the noisy-or or sigmoid parameterisation of the dependencies [58]. Whatever the specific parameterisation, let $\boldsymbol{\theta}_{i}$ denote the parameters relating $X_{i}$ to its parents, and let $\boldsymbol{\theta}$ denote all the parameters in the model. Let $m$ denote the model structure, which corresponds to the set of edges in the graph. More generally the model structure can also contain the presence of additional hidden variables [16].

### 9.1 Learning graph parameters

We first consider the problem of learning graph parameters when the model structure is known and there are no missing or hidden variables. The presence of missing/hidden variables complicates the situation.

### 9.1.1 The complete data case.

Assume that the parameters controlling each family (a child and its parents) are distinct and that we observe $N$ iid instances of all $K$ variables in our graph. The data set is therefore $\mathcal{D}=\left\{X^{(1)} \ldots X^{(N)}\right\}$ and the likelihood can be written

$$
\begin{equation*}
P(\mathcal{D} \mid \boldsymbol{\theta})=\prod_{n=1}^{N} P\left(X^{(n)} \mid \boldsymbol{\theta}\right)=\prod_{n=1}^{N} \prod_{i=1}^{K} P\left(X_{i}^{(n)} \mid X_{\mathrm{pa}_{i}}^{(n)}, \boldsymbol{\theta}_{i}\right) \tag{43}
\end{equation*}
$$

Clearly, maximising the log likelihood with respect to the parameters results in $K$ decoupled optimisation problems, one for each family, since the log likelihood can be written as a sum of $K$ independent terms. Similarly, if the prior factors over the $\boldsymbol{\theta}_{i}$, then the Bayesian posterior is also factored: $P(\boldsymbol{\theta} \mid \mathcal{D})=\prod_{i} P\left(\boldsymbol{\theta}_{i} \mid \mathcal{D}\right)$.

### 9.1.2 The incomplete data case.

When there is missing/hidden data, the likelihood no longer factors over the variables. Divide the variables in $X^{(n)}$ into observed and missing components, $X_{\text {obs }}^{(n)}$ and $X_{\text {mis }}^{(n)}$. The observed data is now $\mathcal{D}=\left\{X_{\text {obs }}^{(1)} \ldots X_{\text {obs }}^{(N)}\right\}$ and the likelihood is:

$$
\begin{align*}
P(\mathcal{D} \mid \boldsymbol{\theta}) & =\prod_{n=1}^{N} P\left(X_{\mathrm{obs}}^{(n)} \mid \boldsymbol{\theta}\right)  \tag{44}\\
& =\prod_{n=1}^{N} \sum_{x_{\mathrm{mis}}^{(n)}} P\left(X_{\mathrm{mis}}^{(n)}=x_{\mathrm{mis}}^{(n)}, X_{\mathrm{obs}}^{(n)} \mid \boldsymbol{\theta}\right)  \tag{45}\\
& =\prod_{n=1}^{N} \sum_{x_{\mathrm{mis}}^{(n)}} \prod_{i=1}^{K} P\left(X_{i}^{(n)} \mid X_{\mathrm{pa}_{i}}^{(n)}, \boldsymbol{\theta}_{i}\right) \tag{46}
\end{align*}
$$

where in the last expression the missing variables are assumed to be set to the values $x_{\text {mis }}^{(n)}$. Because of the missing data, the cost function can no longer be written as a sum of $K$ independent terms and the parameters are all coupled. Similarly, even if the prior factors over the $\boldsymbol{\theta}_{i}$, the Bayesian posterior will couple all the $\boldsymbol{\theta}_{i}$.

One can still optimise the likelihood by making use of the EM algorithm (Section 3). The E step of EM infers the distribution over the hidden variables given the current setting of the parameters. This can be done with BP for singly connected graphs or with the junction tree algorithm for multiply-connected graphs. In the $M$ step, the objective function being optimised conveniently factors in exactly the same way as in the complete data case (c.f. Equation (21)). Whereas for the complete data case, the optimal ML parameters can often be computed in closed form, in the incomplete data case an iterative algorithm such as EM is usually required.

Bayesian parameter inference in the incomplete data case is also substantially more complicated. The parameters and missing data are coupled in the posterior distribution, as can be seen by multiplying (45) by the parameter prior and normalising. Inference can be achieved via approximate inference methods such as Markov chain Monte Carlo methods (Section 11.3, [59]) like Gibbs sampling, and variational approximations (Section 11.4, [6]).

### 9.2 Learning graph structure

There are two basic components to learning the structure of a graph from data: scoring and search. Scoring refers to computing a measure which can be used to compare different structures $m$ and $m^{\prime}$ given a data set $\mathcal{D}$. Search refers to searching over the space of possible model structures, usually by proposing changes to the current model, so as to find the model with the highest score. This view of structure learning presupposes that the goal is to find a single structure with the highest score, although of course in the Bayesian inference framework it is desirable to infer the probability distribution over model structures given the data.

### 9.2.1 Scoring metrics.

Assume that you have a prior $P(m)$ over model structures, which is ideally based on some domain knowledge. The natural score to use is the probability of the model given the data (although see [32]) or some monotonic function of this:

$$
\begin{equation*}
s(m, \mathcal{D})=P(m \mid \mathcal{D}) \propto P(\mathcal{D} \mid m) P(m) \tag{47}
\end{equation*}
$$

This score requires computing the marginal likelihood

$$
\begin{equation*}
P(\mathcal{D} \mid m)=\int P(\mathcal{D} \mid \boldsymbol{\theta}, m) P(\boldsymbol{\theta} \mid m) d \boldsymbol{\theta} \tag{48}
\end{equation*}
$$

We discuss the intuitions behind the marginal likelihood as a natural score for model comparison in Section 10.
For directed graphical models with fully-observed discrete variables and factored Dirichlet priors over the parameters of the conditional probability tables, the integral in (48) is analytically tractable. For models with missing/hidden data, alternative choices of priors and types of variables, the integral in (48) is often intractable and approximation methods are required. Some of the standard approximations that can be applied in this context and many other Bayesian inference problems are briefly reviewed in Section 11.

### 9.2.2 Search algorithms.

Given a way of scoring models, one can search over the space of all possible valid graphical models for the one with the highest score [19]. The space of all possible graphs is very large (exponential in the number of variables) and for directed graphs it can be expensive to check whether a particular change to the graph will result in a cycle being formed. Thus intelligent heuristics are needed to search the space efficiently [55]. An alternative to trying to find the most probable graph are methods that sample over the posterior distribution of graphs [20]. This has the advantage that it avoids the problem of overfitting which can occur for algorithms that select a single structure with highest score out of exponentially many.

## 10 Bayesian model comparison and Occam's Razor

So far in this chapter we have seen many different kinds of models. One of the most important problems in unsupervised learning is automatically determining which models are appropriate for a given data set. Model selection and comparison questions include all of the following:

- Are there clusters in the data and if so, how many? What are their shapes (e.g. Gaussian, $t$-distributed)?
- Does the data live on a low dimensional manifold? What dimensionality? Is this manifold flat or curved?
- Is the data discretised? If so, to what precision?
- Is the data a time series? If so, is it better modelled by an HMM, a state-space model? Linear or nonlinear? Gaussian or non-Gaussian noise? How many states should the HMM have? How many state variables should the SSM have?
- Can the data be modelled well by a directed graph? What is the structure of this graph? Does it have hidden variables? Are these continuous or discrete?

Clearly, this list could go on. A human may be able to answer these questions via careful use of visualisation, hypothesis testing, and guesswork. But ultimately, an intelligent unsupervised learning system should be able to answer all these questions automatically.

Fortunately, the framework of Bayesian inference can be used to provide a rational, coherent and automatic way of answering all of the above questions. This means that, given a complete specification of the prior assumptions there is an automatic procedure (based on Bayes rule) which provides a unique answer. Of course, as always, if the prior assumptions are very poor, the answers obtained could be useless. Therefore, it is essential to think carefully about the prior assumptions before turning the automatic Bayesian handle.

Let us go over this automatic procedure. Consider a model $m_{i}$ coming from a set of possible models $\left\{m_{1}, m_{2}, m_{3}, \ldots\right\}$. For instance, the model $m_{i}$ might correspond to a Gaussian mixture model with $i$ components. The models need not be nested, nor does the space of models need to be discrete (although we'll focus on that case). Given data $\mathcal{D}$, the natural way to compare models is via their probability:

$$
\begin{equation*}
P\left(m_{i} \mid \mathcal{D}\right)=\frac{P\left(\mathcal{D} \mid m_{i}\right) P\left(m_{i}\right)}{P(\mathcal{D})} \tag{49}
\end{equation*}
$$

To compare models, the denominator, which sums over the potentially huge space of all possible models, $P(\mathcal{D})=\sum_{j} P\left(\mathcal{D} \mid m_{j}\right) P\left(m_{j}\right)$ is not required. Prior preference for models can be included in $P\left(m_{i}\right)$. However, it is interesting to look closely at the marginal likelihood term (sometimes called the evidence for model $m_{i}$ ). Assume that model $m_{i}$ has parameters $\boldsymbol{\theta}_{i}$ (e.g. the means and covariance matrices of the $i$ Gaussians, along with the mixing proportions, c.f. Section 2.4). The marginal likelihood integrates over all possible parameter values

$$
\begin{equation*}
P\left(\mathcal{D} \mid m_{i}\right)=\int P\left(\mathcal{D} \mid \boldsymbol{\theta}_{i}, m_{i}\right) P\left(\boldsymbol{\theta} \mid m_{i}\right) d \boldsymbol{\theta}_{i} \tag{50}
\end{equation*}
$$

where $P\left(\boldsymbol{\theta} \mid m_{i}\right)$ is the prior over parameters, which is required for a complete specification of the model $m_{i}$.
The marginal likelihood has a very interesting interpretation. It is the probability of generating data set $\mathcal{D}$ from parameters that are randomly sampled from under the prior for $m_{i}$. This should be contrasted with the maximum likelihood for $m_{i}$ which is the probability of the data under the single setting of the parameters $\hat{\boldsymbol{\theta}}_{i}$ that maximises $P\left(\mathcal{D} \mid \boldsymbol{\theta}_{i}, m_{i}\right)$. Clearly a more complicated model will have a higher maximum likelihood, which is the reason why maximising the likelihood results in overfitting - i.e. a preference for more complicated models than necessary. In contrast, the marginal likelihood can decrease as the model becomes more complicated. In a more complicated model sampling random parameter values can generate a wider range of possible data sets, but since the probability over data sets has to integrate to 1 (assuming a fixed number of data points) spreading the density to allow for more complicated data sets necessarily results in some simpler data sets having lower density under the model. This situation is diagrammed in Figure 4. The decrease in the marginal likelihood as additional parameters are added has been called the automatic Occam's Razor [37, 47, 66].

In theory all the questions posed at the beginning of this section could be addressed by defining appropriate priors and carefully computing marginal likelihoods of competing hypotheses. However, in practice the integral in (50) is usually very high dimensional and intractable. It is therefore necessary to approximate it.

## 11 Approximating posteriors and marginal likelihoods

There are many ways of approximating the marginal likelihood of a model, and the corresponding parameter posterior. In this section, we review some of the most frequently used methods.


Figure 4: The marginal likelihood (evidence) as a function of an abstract one dimensional representation of "all possible" data sets of some size $N$. Because the evidence is a probability over data sets, it must normalise to one. Therefore very complex models which can account for many datasets only achieve modest evidence; simple models can reach high evidences, but only for a limited set of data. When a dataset $\mathcal{D}$ is observed, the evidence can be used to select between model complexities.

### 11.1 Laplace approximation

It can be shown that under some regularity conditions, for large amounts of data $N$ relative to the number of parameters in the model, $d$, the parameter posterior is approximately Gaussian around the MAP estimate, $\hat{\theta}$ :

$$
\begin{equation*}
p(\boldsymbol{\theta} \mid \mathcal{D}, m) \approx(2 \pi)^{-\frac{d}{2}}|A|^{\frac{1}{2}} \exp \left\{-\frac{1}{2}(\boldsymbol{\theta}-\hat{\boldsymbol{\theta}})^{\top} A(\boldsymbol{\theta}-\hat{\boldsymbol{\theta}})\right\} \tag{51}
\end{equation*}
$$

Here $A$ is the $d \times d$ negative of the Hessian matrix which measures the curvature of the log posterior at the MAP estimate:

$$
\begin{equation*}
A_{i j}=-\left.\frac{d^{2}}{d \theta_{i} d \theta_{j}} \log p(\boldsymbol{\theta} \mid \mathcal{D}, m)\right|_{\boldsymbol{\theta}=\hat{\boldsymbol{\theta}}} \tag{52}
\end{equation*}
$$

The matrix $A$ is also referred to as the observed information matrix. Equation (51) is the Laplace approximation to the parameter posterior.

By Bayes rule, the marginal likelihood satisfies the following equality at any $\boldsymbol{\theta}$ :

$$
\begin{equation*}
p(\mathcal{D} \mid m)=\frac{p(\boldsymbol{\theta}, \mathcal{D} \mid m)}{p(\boldsymbol{\theta} \mid \mathcal{D}, m)} \tag{53}
\end{equation*}
$$

The Laplace approximation to the marginal likelihood can be derived by evaluating the log of this expression at $\hat{\boldsymbol{\theta}}$, using the Gaussian approximation to the posterior from equation (51) in the denominator:

$$
\begin{equation*}
\log p(\mathcal{D} \mid m) \approx \log p(\hat{\boldsymbol{\theta}} \mid m)+\log p(\mathcal{D} \mid \hat{\boldsymbol{\theta}}, m)+\frac{d}{2} \log 2 \pi-\frac{1}{2} \log |A| \tag{54}
\end{equation*}
$$

### 11.2 The Bayesian information criterion (BIC)

One of the disadvantages of the Laplace approximation is that it requires computing the determinant of the Hessian matrix. For models with many parameters, the Hessian matrix can be very large, and computing its determinant can be prohibitive.

The Bayesian Information Criterion (BIC) is a quick and easy way to compute an approximation to the marginal likelihood. BIC can be derived from the Laplace approximation by dropping all terms that do not depend on $N$, the number of data points. Starting from equation (54), we note that the first and third terms are constant with respect to the number of data points. Referring to the definition of the Hessian, we can see that its elements grow linearly with $N$. In the limit of large $N$ we can therefore write $A=N \tilde{A}$, where
$\tilde{A}$ is a matrix independent of $N$. We use the fact that for any scalar $c$ and $d \times d$ matrix $P$, the determinant $|c P|=c^{d}|P|$, to get

$$
\begin{equation*}
\frac{1}{2} \log |A| \approx \frac{d}{2} \log N+\frac{1}{2} \log |\tilde{A}| \tag{55}
\end{equation*}
$$

The last term does not grow with $N$, so by dropping it and substituting into Eq. (54) we get the BIC approximation:

$$
\begin{equation*}
\log p(\mathcal{D} \mid m) \approx \log p(\mathcal{D} \mid \hat{\boldsymbol{\theta}}, m)-\frac{d}{2} \log N \tag{56}
\end{equation*}
$$

This expression is extremely easy to compute. Since the expression does not involve the prior it can be used either when $\hat{\boldsymbol{\theta}}$ is the MAP or the ML parameter estimate, the latter choice making the entire procedure independent of a prior. The likelihood is penalised by a term that depends linearly on the number of parameters in the model; this term is referred to as the BIC penalty. This is how BIC approximates the Bayesian Occam's Razor effect which penalises overcomplex models. The BIC criterion can also be derived from within the Minimum Description Length (MDL) framework.

The BIC penalty is clearly attractive since it does not require any costly integrals or matrix inversions. However this simplicity comes at a cost in accuracy which can sometimes be catastrophic. One of the dangers of BIC is that it relies on the number of parameters. The basic assumption underlying BIC, that the Hessian converges to $N$ times a full-rank matrix, only holds for models in which all parameters are identifiable and well-determined. This is often not true.

### 11.3 Markov chain Monte Carlo (MCMC)

Monte Carlo methods are a standard and often extremely effective way of computing complicated high dimensional integrals and sums. Many Bayesian inference problems can be seen as computing the integral (or sum) of some function $f(\boldsymbol{\theta})$ under some probability density $p(\boldsymbol{\theta})$ :

$$
\begin{equation*}
\bar{f} \stackrel{\text { def }}{=} \int f(\boldsymbol{\theta}) p(\boldsymbol{\theta}) d \boldsymbol{\theta} \tag{57}
\end{equation*}
$$

For example, the marginal likelihood is the integral of the likelihood function under the prior. Simple Monte Carlo approximates (57) by sampling $M$ independent draws $\boldsymbol{\theta}_{i} \sim p(\boldsymbol{\theta})$ and computing the sample average of $f$ :

$$
\begin{equation*}
\bar{f} \approx \frac{1}{M} \sum_{i=1}^{M} f\left(\boldsymbol{\theta}_{i}\right) \tag{58}
\end{equation*}
$$

There are many limitations of simple Monte Carlo, for example it is often not possible to draw directly from p. Generalisations of simple Monte Carlo such as rejection sampling and importance sampling attempt to overcome some of these limitations.

An important family of generalisations of Monte Carlo methods are Markov chain Monte Carlo (MCMC) methods. These are commonly used and powerful methods for approximating the posterior over parameters and the marginal likelihood. Unlike simple Monte Carlo methods, the samples are not drawn independently but rather dependently in the form of a Markov chain $\ldots \boldsymbol{\theta}_{i} \rightarrow \boldsymbol{\theta}_{i+1} \rightarrow \boldsymbol{\theta}_{t+2} \ldots$ where each sample depends on the value of the previous sample. MCMC estimates have the property that the asymptotic distribution of $\boldsymbol{\theta}_{i}$ is the desired distribution. That is, $\lim _{t \rightarrow \infty} p_{t}\left(\boldsymbol{\theta}_{t}\right)=p(\boldsymbol{\theta})$. Creating MCMC methods is somewhat of an art, and there are many MCMC methods available, some of which are reviewed in [59]. Some notable examples are Gibbs sampling, the Metropolis algorithm, and Hybrid Monte Carlo.

### 11.4 Variational approximations

Variational methods can be used to derive a family of lower bounds on the marginal likelihood and to perform approximate Bayesian inference over the parameters of a probabilistic models [38, 83, 79]. Variational methods provide an alternative to the asymptotic and sampling-based approximations described above; they tend to be more accurate than the asymptotic approximations like BIC and faster than the MCMC approaches.

Let $\mathbf{y}$ denote the observed variables, $\mathbf{x}$ denote the latent variables, and $\boldsymbol{\theta}$ denote the parameters. The log marginal likelihood of data $\mathbf{y}$ can be lower bounded by introducing any distribution over both latent variables and parameters which has support where $p(\mathbf{x}, \boldsymbol{\theta} \mid \mathbf{y}, m)$ does, and then appealing to Jensen's inequality (due to the concavity of the logarithm function):

$$
\begin{align*}
\ln p(\mathbf{y} \mid m)=\ln \int p(\mathbf{y}, \mathbf{x}, \boldsymbol{\theta} \mid m) d \mathbf{x} d \boldsymbol{\theta} & =\ln \int q(\mathbf{x}, \boldsymbol{\theta}) \frac{p(\mathbf{y}, \mathbf{x}, \boldsymbol{\theta} \mid m)}{q(\mathbf{x}, \boldsymbol{\theta})} d \mathbf{x} d \boldsymbol{\theta}  \tag{59}\\
& \geq \int q(\mathbf{x}, \boldsymbol{\theta}) \ln \frac{p(\mathbf{y}, \mathbf{x}, \boldsymbol{\theta} \mid m)}{q(\mathbf{x}, \boldsymbol{\theta})} d \mathbf{x} d \boldsymbol{\theta} \tag{60}
\end{align*}
$$

Maximising this lower bound with respect to the free distribution $q(\mathbf{x}, \boldsymbol{\theta})$ results in $q(\mathbf{x}, \boldsymbol{\theta})=p(\mathbf{x}, \boldsymbol{\theta} \mid \mathbf{y}, m)$ which when substituted above turns the inequality into an equality (c.f. Section 3). This does not simplify the problem since evaluating the true posterior distribution $p(\mathbf{x}, \boldsymbol{\theta} \mid \mathbf{y}, m)$ requires knowing its normalising constant, the marginal likelihood. Instead we use a simpler, factorised approximation $q(\mathbf{x}, \boldsymbol{\theta})=q_{\mathbf{x}}(\mathbf{x}) q_{\boldsymbol{\theta}}(\boldsymbol{\theta})$ :

$$
\begin{equation*}
\ln p(\mathbf{y} \mid m) \geq \int q_{\mathbf{x}}(\mathbf{x}) q_{\boldsymbol{\theta}}(\boldsymbol{\theta}) \ln \frac{p(\mathbf{y}, \mathbf{x}, \boldsymbol{\theta} \mid m)}{q_{\mathbf{x}}(\mathbf{x}) q_{\boldsymbol{\theta}}(\boldsymbol{\theta})} d \mathbf{x} d \boldsymbol{\theta} \stackrel{\text { def }}{=} F_{m}\left(q_{\mathbf{x}}(\mathbf{x}), q_{\boldsymbol{\theta}}(\boldsymbol{\theta}), \mathbf{y}\right) \tag{61}
\end{equation*}
$$

The quantity $F_{m}$ is a functional of the free distributions, $q_{\mathbf{x}}(\mathbf{x})$ and $q_{\boldsymbol{\theta}}(\boldsymbol{\theta})$.
The variational Bayesian algorithm iteratively maximises $F_{m}$ in equation (61) with respect to the free distributions, $q_{\mathbf{x}}(\mathbf{x})$ and $q_{\boldsymbol{\theta}}(\boldsymbol{\theta})$. We use elementary calculus of variations to take functional derivatives of the lower bound with respect to $q_{\mathbf{x}}(\mathbf{x})$ and $q_{\boldsymbol{\theta}}(\boldsymbol{\theta})$, each while holding the other fixed. This results in the following update equations where the superscript $(t)$ denotes the iteration number:

$$
\begin{array}{ll}
q_{\mathbf{x}}^{(t+1)}(\mathbf{x}) & \propto \exp \left[\int \ln p(\mathbf{x}, \mathbf{y} \mid \boldsymbol{\theta}, m) q_{\boldsymbol{\theta}}^{(t)}(\boldsymbol{\theta}) d \boldsymbol{\theta}\right] \\
q_{\boldsymbol{\theta}}^{(t+1)}(\boldsymbol{\theta}) & \propto p(\boldsymbol{\theta} \mid m) \exp \left[\int \ln p(\mathbf{x}, \mathbf{y} \mid \boldsymbol{\theta}, m) q_{\mathbf{x}}^{(t+1)}(\mathbf{x}) d \mathbf{x}\right] \tag{63}
\end{array}
$$

When there is more than one data point then there are different hidden variables $\mathbf{x}_{i}$ associated with each data point $\mathbf{y}_{i}$ and the step in (62) has to be carried out for each $i$, where the distributions are $q_{\mathbf{x}_{i}}^{(t)}\left(\mathbf{x}_{i}\right)$.

Clearly $q_{\boldsymbol{\theta}}(\boldsymbol{\theta})$ and $q_{\mathbf{x}_{i}}\left(\mathbf{x}_{i}\right)$ are coupled, so we iterate these equations until convergence. Recalling the EM algorithm (Section 3 and $[14,63]$ ) we note the similarity between EM and the iterative algorithm in (62) and (63). This procedure is called the Variational Bayesian EM Algorithm and generalises the usual EM algorithm; see also [5] and [22].

Re-writing (61), it is easy to see that maximising $F_{m}$ is equivalent to minimising the KL divergence between $q_{\mathbf{x}}(\mathbf{x}) q_{\boldsymbol{\theta}}(\boldsymbol{\theta})$ and the joint posterior $p(\mathbf{x}, \boldsymbol{\theta} \mid \mathbf{y}, m)$ :

$$
\begin{equation*}
\ln p(\mathbf{y} \mid m)-F_{m}\left(q_{\mathbf{x}}(\mathbf{x}), q_{\boldsymbol{\theta}}(\boldsymbol{\theta}), \mathbf{y}\right)=\int q_{\mathbf{x}}(\mathbf{x}) q_{\boldsymbol{\theta}}(\boldsymbol{\theta}) \ln \frac{q_{\mathbf{x}}(\mathbf{x}) q_{\boldsymbol{\theta}}(\boldsymbol{\theta})}{p(\boldsymbol{\theta}, \mathbf{x} \mid \mathbf{y}, m)} d \mathbf{x} d \boldsymbol{\theta}=\mathrm{KL}(q \| p) \tag{64}
\end{equation*}
$$

Note that while this factorisation of the posterior distribution over latent variables and parameters may seem drastic, one can think of it as replacing stochastic dependencies between $\mathbf{x}$ and $\boldsymbol{\theta}$ with deterministic dependencies between relevant moments of the two sets of variables. To compare between models $m$ and $m^{\prime}$ one can evaluate $F_{m}$ and $F_{m^{\prime}}$. This approach can, for example, be used to score graphical model structures [6].

Summarising, the variational Bayesian EM algorithm simultaneously computes an approximation to the marginal likelihood and to the parameter posterior by maximising a lower bound.

### 11.5 Expectation propagation (EP)

Expectation propagation (EP; [52,53]) is another powerful method for approximate Bayesian inference. Consider a Bayesian inference problem in which you are given iid data $\mathcal{D}=\left\{\mathbf{x}^{(1)} \ldots, \mathbf{x}^{(N)}\right\}$ assumed to have come from a model $p(\mathbf{x} \mid \boldsymbol{\theta})$ parameterised by $\boldsymbol{\theta}$ with prior $p(\boldsymbol{\theta})$. The parameter posterior is:

$$
\begin{equation*}
p(\boldsymbol{\theta} \mid \mathcal{D})=\frac{1}{p(\mathcal{D})} p(\boldsymbol{\theta}) \prod_{i=1}^{N} p\left(\mathbf{x}^{(i)} \mid \boldsymbol{\theta}\right) \tag{65}
\end{equation*}
$$

To make the notation more general we can write the quantity we wish to approximate as a product of factors over $\boldsymbol{\theta}$,

$$
\begin{equation*}
\prod_{i=0}^{N} f_{i}(\boldsymbol{\theta})=p(\boldsymbol{\theta}) \prod_{i=1}^{N} p\left(\mathbf{x}^{(i)} \mid \boldsymbol{\theta}\right) \tag{66}
\end{equation*}
$$

where $f_{0}(\boldsymbol{\theta}) \stackrel{\text { def }}{=} p(\boldsymbol{\theta})$ and $f_{i}(\boldsymbol{\theta}) \stackrel{\text { def }}{=} p\left(\mathbf{x}^{(i)} \mid \boldsymbol{\theta}\right)$ and we will ignore the normalising constants. We wish to approximate this by a product of simpler terms

$$
\begin{equation*}
q(\boldsymbol{\theta}) \stackrel{\text { def }}{=} \prod_{i=0}^{N} \tilde{f}_{i}(\boldsymbol{\theta}) \tag{67}
\end{equation*}
$$

For example, consider a binary linear classification problem where $\boldsymbol{\theta}$ are the parameters of the classification hyperplane and $p(\boldsymbol{\theta})$ is a Gaussian prior ([53], Chapter 5). The true posterior is the product of this Gaussian and $N$ likelihood terms, each of which defines a half-plane consistent with the class label observed. This posterior has a complicated shape, but we can approximate it using EP by assuming that each of the approximate likelihood terms $\tilde{f}_{i}$ is Gaussian in $\boldsymbol{\theta}$. Since the product of Gaussians is Gaussian, $q(\boldsymbol{\theta})$ will be a Gaussian approximation to the posterior. In general, one makes the approximate terms $\tilde{f}_{i}$ belong to some exponential family distribution so the overall approximation is in the same exponential family.

Having decided on the form of the approximation (67), let us consider how to tune this approximation so as to make it as accurate as possible. Ideally we would like to minimise the KL divergence between the true and the approximate distributions:

$$
\begin{equation*}
\min _{q(\boldsymbol{\theta})} \mathrm{KL}\left(\prod_{i=0}^{N} f_{i}(\boldsymbol{\theta}) \| \prod_{i=0}^{N} \tilde{f}_{i}(\boldsymbol{\theta})\right) \tag{68}
\end{equation*}
$$

For example, if $q(\boldsymbol{\theta})$ is a Gaussian density, minimising this KL divergence will result in finding the exact mean and covariance of the true posterior distribution over parameters. Unfortunately, this KL divergence involves averaging with respect to the true posterior distribution, which will generally be intractable. Note that the KL divergence in Equation (68) is different from the KL minimised by variational Bayesian methods (64); the former averages with respect to the true distribution and is therefore usually intractable, while the latter averages with respect to the approximate distribution and is often tractable. Moreover, for exponential family approximations the former KL has a unique global optimum, while the latter usually has multiple local optima.

Since we cannot minimise (68) we can instead consider minimising the KL divergence between each true term and the corresponding approximate term. That is, for each $i$ :

$$
\begin{equation*}
\min _{\tilde{f}_{i}(\boldsymbol{\theta})} \mathrm{KL}\left(f_{i}(\boldsymbol{\theta}) \| \tilde{f}_{i}(\boldsymbol{\theta})\right) . \tag{69}
\end{equation*}
$$

This will usually be much easier to do, but each such approximate term will result in some error. Multiplying all the approximate terms together will probably result in an unacceptably inaccurate approximation. On the plus side, this approach is non-iterative in that once each term is approximated they are simply multiplied to get a final answer.

The Expectation Propagation (EP) algorithm is an iterative procedure which is as easy as the naive approach in (69) but which results in a much more accurate approximation. At each step of EP, one of the terms is optimised in the context of all the other approximate terms, i.e. for each $i$ :

$$
\begin{equation*}
\min _{\tilde{f}_{i}(\boldsymbol{\theta})} \operatorname{KL}\left(f_{i}(\boldsymbol{\theta}) \prod_{j \neq i} \tilde{f}_{j}(\boldsymbol{\theta}) \| \tilde{f}_{i}(\boldsymbol{\theta}) \prod_{j \neq i} \tilde{f}_{j}(\boldsymbol{\theta})\right) \tag{70}
\end{equation*}
$$

Since the approximate terms depend on each other, this procedure is iterated. On the left hand side of the KL divergence the $i^{\text {th }}$ exact term is incorporated into $\prod_{j \neq i} \tilde{f}_{j}(\boldsymbol{\theta})$, which is assumed to be in the exponential family. The right hand side is an exponential-family approximation to this whole product. The minimisation is done by matching the appropriate moments (expectations) of $f_{i}(\boldsymbol{\theta}) \prod_{j \neq i} \tilde{f}_{j}(\boldsymbol{\theta})$. The name "Expectation

Propagation" comes from the fact that each step corresponds to computing certain expectations, and the effect of these expectations is propagated to subsequent terms in the approximation. In fact, the messages in belief propagation can be derived as a particular form of EP where the approximating distribution is assumed to be a fully factored product of marginals over the variables in $\boldsymbol{\theta}$, i.e. $q(\boldsymbol{\theta})=\prod_{k} q_{k}\left(\theta_{k}\right)$ [53].

In its simplest form, the EP algorithm can be summarised as in Figure 5. Although the algorithm as described here often converges, each step of the algorithm is not in fact decreasing any objective function so there is no guarantee of convergence. Convergent forms of EP can be derived by making use of the EP energy function [51] although these may not be as fast and simple to implement as the algorithm in Figure 5.

Input $f_{0}(\boldsymbol{\theta}) \ldots f_{N}(\boldsymbol{\theta})$
Initialise $\tilde{f}_{0}(\boldsymbol{\theta})=f_{0}(\boldsymbol{\theta}), \tilde{f}_{i}(\boldsymbol{\theta})=1$ for $i>0, q(\boldsymbol{\theta})=\prod_{i} \tilde{f}_{i}(\boldsymbol{\theta})$
repeat
for $i=0 \ldots N$ do
Deletion: $q_{\backslash i}(\boldsymbol{\theta}) \leftarrow \frac{q(\boldsymbol{\theta})}{\tilde{f}_{i}(\boldsymbol{\theta})}=\prod_{j \neq i} \tilde{f}_{j}(\boldsymbol{\theta})$
Projection: $\tilde{f}_{i}^{\text {new }}(\boldsymbol{\theta}) \leftarrow \arg \min _{f(\boldsymbol{\theta})} \mathrm{KL}\left(f_{i}(\boldsymbol{\theta}) q_{i i}(\boldsymbol{\theta}) \| f(\boldsymbol{\theta}) q_{\backslash i}(\boldsymbol{\theta})\right)$
Inclusion: $q(\boldsymbol{\theta}) \leftarrow \tilde{f}_{i}^{\text {new }}(\boldsymbol{\theta}) q_{\backslash i}(\boldsymbol{\theta})$
end for
until convergence

Figure 5: The EP algorithm. Some variations are possible: this assumes that $f_{0}$ is in the exponential family, and updates sequentially over $i$ rather than randomly. The names for the steps (deletion, projection, inclusion) are not the same as in [53]

## 12 Conclusion

In this chapter, we have seen that unsupervised learning can be viewed from the perspective of statistical modelling. Statistics provides a coherent framework for learning from data and for reasoning under uncertainty. Many interesting statistical models used for unsupervised learning can be cast as latent variable models and graphical models. These types of models have played an important role in defining unsupervised learning systems for a variety of different kinds of data. Graphical models have also played an important unifying framework for thinking about the role of conditional independence in inference in models with many variables. While for certain models exact inference is computationally tractable, for most of the models in this chapter we have seen that exact inference involves intractable sums and integrals. Thus, the study of unsupervised learning has lead us into focusing on ways of approximating high dimensional sums and integrals. We have reviewed many of the principal approximations, although of course in the limited space of this chapter one cannot hope to have a comprehensive review of approximation methods.

There are many interesting and relevant topics we did not get a chance to cover in this review of unsupervised learning. One of these is the interplay of unsupervised and supervised learning, in the form of semi-supervised learning. Semi-supervised learning refers to learning problems in which there is a small amount of labelled data and a large amount of unlabelled data. These problems are very natural, especially in domains where collecting data can be cheap (i.e. the internet) but labelling it can be expensive or time consuming. The key question in semi-supervised learning is how the data distribution from the unlabelled data should influence the supervised learning problem [71]. Many of the approaches to this problem attempt to infer a manifold, graph structure, or tree-structure from the unlabelled data and use spread in this structure to determine how labels will generalise to new unlabelled points [74, 85, 8, 42].

Another area of great interest which we did not have the space to cover are nonparametric models. The basic assumption of parametric statistical models is that the model is defined using a finite number of
parameters. The number of parameters is assumed fixed regardless of the number of data points. Thus the parameters provide a finite summary of the data. In nonparametric models, the number of "parameters" in the model is allowed to grow with the size of the data set. With more data, the model becomes more complex, with no a-priori limit on the complexity of the model. For this reason nonparametric models are also sometimes called infinite models. An important example of this are infinite mixture models, more formally known as Dirichlet Process mixtures [3, 18]. These correspond to mixture models (Section 2.4) where the number of components is assumed to be infinite. Inference can be done in these models using MCMC methods [17, 60, 65], variational methods [12], or the EP algorithm [54]. Just as hidden Markov models can be seen as an extension of finite mixture models to model time series data, it is possible to extend infinite mixture models to hidden Markov models with infinitely many states [7]. Infinite models based on Dirichlet processes have also been generalised to be hierarchical in several different ways [61, 75]. Bayesian inference in nonparametric models is one of the most active areas of research in unsupervised learning, and there still remain many open problems.

As we have seen, the field of unsupervised learning can be understood formally within the framework of information theory and statistics. However, it is important not to lose sight of the tremendous influence ideas from neuroscience and psychology have had on the field. Many of the models we have reviewed here started life as models of brain function. These models were inspired by the brain's ability to extract statistical patterns from sensory data and to recognise complex visual scenes, sounds, and odours. Unsupervised learning theory and algorithms still have a long way to go to mimic some of the learning abilities of biological brains. As the boundaries of unsupervised learning get pushed forward, we will hopefully not only benefit from better learning machines and also improve our understanding of how the brain learns.
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[^0]:    *This chapter will appear in Bousquet, O., Raetsch, G. and von Luxburg, U. (eds) Advanced Lectures on Machine Learning LNAI 3176. ©Springer-Verlag.
    $\dagger$ The author is also at the Center for Automated Learning and Discovery, Carnegie Mellon University, USA.

[^1]:    ${ }^{1}$ Henceforth, for succinctness I'll use the term machine to refer both to machines and living organisms. Some people prefer to call this a system or agent. The same mathematical theory of learning applies regardless of what we choose to call the learner, whether it is artificial or biological.

[^2]:    ${ }^{2}$ We will use both $P$ and $p$ to denote probability distributions and probability densities. The meaning should be clear depending on whether the argument is discrete or continuous.

[^3]:    ${ }^{3}$ Another way to motivate the use of the rules of probability to encode degrees of belief comes from game-theoretic arguments in the form of the Dutch Book Theorem. This theorem states that if you are willing to accept bets with odds based on your degrees of beliefs, then unless your beliefs are coherent in the sense that they satisfy the rules of probability theory, there exists a set of simultaneous bets (called a "Dutch Book") which you will accept and which is guaranteed to lose you money, no matter what the outcome. The only way to ensure that Dutch Books don't exist against you, is to have degrees of belief that satisfy Bayes rule and the other rules of probability theory.

[^4]:    ${ }^{4}$ There is considerably variety in the field regarding the naming of algorithms. Belief propagation is also known as the sum-product algorithm, a name which some people prefer since beliefs seem subjective.

[^5]:    ${ }^{5}$ It should be noted that in Bayesian statistics there is no fundamental difference between parameters and variables, and therefore the learning and inference problems are really the same. All unknown quantities are treated as random variables, and learning is just inference about parameters and structure. It is however often useful to distinguish between parameters, which we assume to be fairly constant over the data, and variables, which we can assume to vary over each data point.

