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Neural ODEs:
● Continuous variants of standard ResNet networks:

● Emulate deep discrete neural networks with compact number of parameters.
● Parameters of the Neural ODEs encapsulated in the mapping        .                      

How to design it ? 
● As every deep neural network system, suffer from exploding/vanishing gradients 

which makes training challenging. Can we robustify Neural ODEs ?
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Ode to an ODE System:
● IDEA: Design        , so that when integrated, Neural ODE emulates deep ResNet 

with orthogonal connection matrices.

● This leads to the matrix-flow on the orthogonal group and effectively: to a nested 
system of flows, where the orthogonal flow encoding          determines main flow. 
How to design learnable orthogonal flows and why are they good ? 



Orthogonal Flows:

mapping to 
skew-symmetric 
matrices

●       can be modeled by a neural network producing skew-symmetric matrices 
or via parameterized isospectral flows (e.g. double-bracket flows)
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Ode to an ODE System in Action:
RL: comparison with 
Deep(Res)Nets, 
NANODE, Base ODEs 
and ANODEV2- 
hypernets 

Supervised: MNIST-Corrupted



Thank you for your Attention !
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