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Key concepts

e Factor graphs are a class of graphical model

* A factor graph represents the product structure of a function, and contains
factor nodes and variable nodes

* We can compute marginals and conditionals efficiently by passing messages
on the factor graph, this is called the sum-product algorithm (a.k.a. belief
propagation or factor-graph propagation)

* We can apply this to the True Skill graph

* But certain messages need to be approximated

* One approximation method based on moment matching is called
Expectation Propagation (EP)
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Factor Graphs

Factor graphs are a type of probabilistic graphical model (others are directed
graphs, a.k.a. Bayesian networks, and undirected graphs, a.k.a. Markov
networks).

Factor graphs allow to represent the product structure of a function.
Example: consider the factorising probability distribution:

P(VaW, XY, Z) = fl (V’W)fZ(Wa X)f_’) (X’y)f4(xa Z)

A factor graph is a bipartite graph with two types of nodes:
e Factor node: B Variable node: O

* Edges represent the dependency of factors on variables.

f3(X:y)

O—a—w—n

fi(v,w) fo(w.x)
fa(x.2)
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Factor Graphs

p(V,W, XY, Z) =f (sz)fZ(WaX)f3 (Xay)f4(xa Z)

f
O—a—0—=—_ "

fi(v,w) fo(w,x)

fa(x.2)

* What are the marginal distributions of the individual variables?
* What is p(w)?
* How do we compute conditional distributions, e.g. p(wly)?

For now, we will focus on tree-structured factor graphs.
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Factor trees: separation (1)

fa(x.2)

pw) =D 3 3 > filv,w)f2(w,x)f3(x,y)fs(x,2)
v X y z

e Ifw, v, x, y and z take K values each, we have ~ 3K* products and ~ K*
sums, for each value of w, i.e. total O(K?).

* Multiplication is distributive: ca + ¢b = c(a + b).
The right hand side is more efficient!
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Factor trees: separation (2)

@ . @f . " f3(x,y)

fi(v,w) fo(w,X)

fa(x,2)

pw) = D 3 > > fivwih(w,x)f3(x,y)fa(x,2)
v X y z
= [ AW [ mwofixy)fx.z)
v X y z

* In a tree, each node separates the graph into disjoint parts.
* Grouping terms, we go from sums of products to products of sums.
* The complexity is now O(K*).
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Factor trees: separation (3)

™y (W) M fo (W) f3(x,y)
O BB
fi(v,w) fo(w,X)
f4(X,Z)
pw) = [ fiw) - [3 3 Y falwy0fs06y)falx,2)
v X Yy z
“1r|ﬂw(W) 1n,lﬂw(w)

* Sums of products becomes products of sums of all messages from
neighbouring factors to variable.
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Messages: from factors to variables (1)

fa(x,2)

me, 5w (W) = Z Z Z fZ (Wa X)f3(X,U)f4(X, Z)
X Yy z
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Messages: from factors to variables (2)

f4(x,2)

ZZZfz(w,x)fs(x,y)mx,zJ
— Zfzwx {Zng,xy f4x7,)}

My, (X)

mf_yﬁw(w)

* Factors only need to sum out all their local variables.
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Messages: from variables to factors (1)

f4(x,2)

M) =) Y f3(%y)fa(x,2)
y z
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Messages: from variables to factors (2)

Z Z f3 (Xa U)f4 (Xa Z)
y z
> sy [ 3 fate2)
y z

mX*}fg (X)

1ﬂr3qx(x) me, 5 (X)
e Variables pass on the product of all incoming messages.
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Factor graph marginalisation: summary

f4(x,2)

wi=) > > Zf1(v,waz(w,foa(x,ym(x,z)
v x y
= [Zﬂ(v,w} {Zfz w,x) Hng X y} . {Zﬂ(x,z)}”

me o (W) My (X) M, (X)

My 1, (x)

me, —w (W)

* The complexity is reduced from O(K’) (naive implementation) to O(K?).
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The sum-product algorithm

In summary, message passing involved three update equations:

* Marginals are the product of all incoming messages from neighbour factors

= H my_¢(t)

feF

e Messages from factors sum out all variables except the receiving one

MLy (t) =) ) .. Zf ity ta) [ [ me st

t) t3 1#1

* Messages from variables are the product of all incoming messages except the
message from the receiving factor

t
meew) = ] mfﬁt(t):mL)m
£ EF \{f) fot

Messages are results of partial computations. Computations are localised.
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