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Key concepts

* Linear in the parameters model correspond to Gaussian processes
e explicitly calculate the GP from the linear model

e mean function
e covaraince function

e going from covariance function to linear model

e done using Mercer’s theorem
e may not always result in a finite linear model

* computational consideration: which is best?
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From random functions to covariance functions

Consider the class of linear functions:
f(x) = ax+b, where a~N(0,«), and b~N(0,pB).
We can compute the mean function:
u(x) = Elf(x)] = JJ f(x)p(a)p(b)dadb = Jaxp(a)da + pr(b)db =0,
and covariance function:
k(x,x") =E[(f(x) —0)(f(x') =0)] = Jj(ax +b)(ax’ +b)p(a)p(b)dadb

= Jazxx’p(a)da + Jbzp(b)db + (x+x") J ap(a)p(b)dadb = axx’ + B.

Therefore: a linear model with Gaussian random parameters corresponds to a GP
with covariance function k(x,x’) = axx’ + .
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From finite linear models to Gaussian processes (1)
Finite linear model with Gaussian priors on the weights:
M
=Y Wi bm) p(w) = Niw; 0,A)

The joint distribution of any f = [f(x{),...,f(xn)] is a multivariate Gaussian —
this looks like a Gaussian Process!

The prior p(f) is fully characterized by the mean and covariance functions.
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The mean function is zero.
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From finite linear models to Gaussian processes (2)

Covariance function of a finite linear model

fx) = M Wi bml(x) = W d(x)

= T
p(w) = N(w; 0,A) G (x) = [P1(x),- -, dm ()] T (M)

= [ (3 3 wiominxs)nxp) piw) aw
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k(xi, %) = d(xi) TAd(x))

Note: If A = 021 then k(xi,%;) = 02 3 M, dic(xi)di(x5) = 02 b (x1) T p(x;)
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GPs and Linear in the parameters models are equivalent

We’ve seen that a Linear in the parameters model, with a Gaussian prior on the
weights is also a GP.

Might it also be the case that every GP corresponds to a Linear in the parameters
model?

The answer is yes, but not necessarily a finite one. (Mercer’s theorem.)

Note the different computational complexity: GP: O(N?3), linear model O(NM?)
where M is the number of basis functions and N the number of training cases.

So, which representation is most efficient?
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