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Theoretical Results

Theorem 1 Given an iid data set y = (y1; : : :yn), if the
model is CE then:

(a) Q�(�) is also conjugate, i.e.Q�(�) = h(~�; ~�)g(�)~� exp n�(�)>~�o
(b) Qx(x) = Qni=1Qxi(xi) is of the same form as in the

E step of regular EM, but using pseudo parameters
computed by averaging over Q�(�)Qxi(xi) / f(xi;yi) exp n�(�)>u(xi;yi)o= P(xijyi;�(�))

KEY points:
(a) the approximate parameter posterior is of the same
form as the prior;
(b) the approximate hidden variable posterior, averaging
over all parameters, is of the same form as the exact hid-
den variable posterior for a single setting of the parame-
ters.



The Variational EM algorithm

VE Step: Compute the expected sufficient statisticst(y) = Pi u(xi;yi) under the hidden variable distri-
butions Qxi(xi).
VM Step: Compute expected natural parameters�(�)
under the parameter distribution given by ~� and ~�.~� = �+ n~� = � +Xi u(xi;yi)

Properties:� VE step has same complexity as corresponding E step.� Reduces to the EM algorithm if Q�(�) = Æ(� � ��).
M step then involves re-estimation of ��.� F increases monotonically, and incorporates the model
complexity penalty.



Online Bayesian learning for CE models

~�t = ~�t�1+1~�t = �t�1+ u(xt;yt)
Algorithm:

1. Initialize: ~�0 = �, ~�0 = �
Compute �0 using ~�0, ~�0
Set t = 1

2. Get data yt
3. Infer u(xt;yt) using �t�1
4. Update parameters of approximating Q distributions:~�t = ~�t�1+1~�t = �t�1+ u(xt;yt)
5. Compute �t using ~�t, ~�t.
6. t t+1
7. Goto 2



Example: Online Mixture of Gaussians

Data: y
Hidden discrete variables: sk
Parameters: mixing proportions �k, means �k and

precisions �k
Hyperparameters: �k (for Dirichlet mixing proportions)mk, gk (for Gaussian means)ak, bk (for Gamma precisions)

Expected natural parameters: hln�ki, hln �ki, hln �ki,h�ki, h�k�ki, h�k�2ki.
VE step:Q(sk) / expnsk�hln�ki+ 12hln �ki � 12h�kiy2 + h�k�kiy � 12h�k�2ki�o
VM step: ~�k  ~�k + hski~ak  ~ak + 12hski~bk  ~bk + 12 "hski~gk(y � ~mk)2~gk + hski #

~mk  ~gk ~mk + yhski~gk + hski~gk  ~gk + hski



Online Mixture of Gaussians
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3000 data points generated from 5 clusters
fit using online variational Bayes with 20 clusters



Summary & Conclusions

� Tractable Bayesian learning using variational methods� Conjugate-exponential families� Variational EM� Online Variational EM� Mixture of Gaussians example


